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I

Basic Ideas and Examples

LL rNrRoDUCroRy rEXrBooKS begin by attempting to convince the stu-
dent readers that the subject is of great importance in the world and
therefore merits their attention. The physical sciences and engineering
claim to be the basis of modern technology and therefore of modern life;

the social sciences discuss big issues of governance-for example, democracy
and taxation; the humanities claim that they revive your soul after it has been
deadened by exposure to the physical and social sciences and to engineering.
Where does the subject games of strategy, often called game theory, fit into this
picture, and why should you study it?

We offer a practical motivation much more individual and closer to your
personal concerns than most other subjects. You play games of strategy all the
time: with your parents, siblings, friends, and enemies, and even with your pro-

fessors. You have probably acquired a lot of instinctive expertise, and we hope
you will recognize in what follows some of the lessons that you have already
learned. We will build on this experience, systematize it, and develop it to the
point where you will be able to improve your strategic skills and use them more
methodically. Opportunities for such uses will appear throughout the rest of
your life; you will go on playing such games with your employers, employees,
spouses, children, and even strangers.

Not that the subject lacks wider importance. Similar games are played in

business, politics, diplomacy, and wars-in fact, whenever people interact to

strike mutually agreeable deals or to resolve conflicts. Being able to recognize
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CH. 1]BASIC IDEAS AND EXAMPLES

such games will enrich your understanding of the world around you and will
make you a better participant in all its affairs.

It will also have a more immediate payoff in your study of many other sub-
jects. Economics and business courses already use a great deal of game-

theoretic thinking. Political science is rapidly catching up. Biology has been
importantlv influenced by the concepts of evolutionary games and has in turn
exported these ideas to economics. Psychology and philosophy also interact
with the study of games of strategy. Game theory has become a provider of con-
cepts and techniques of analysis for many disciplines, one might say all disci-
plines except those dealing with completely inanimate objects.

The word game may convey an impression that the subject is frivolous or unim-
portant in the larger scheme of things-that it deals with trivial pursuits such as
gambling and sports when the world is full of more weighty matters such as war
and business and your education, career, and relationships. Actually, games of
strategy are not "just a game"; all of these weighty matters are instances of
games, and game theory helps us understand them all. But it will not hurt to
start with gambling or sports.

Most games include chance, skill, and strategy in varying proportions. Play-
ing double or nothing on the toss of a coin is a game of pure chance, unless you

have exceptional skill in doctoring or tossing coins. A hundred-yard dash is a
game of pure skill, although some chance elements can creep in; for example, a
runner may simply have a slightly off day for no clear reason.

Strategy is a skill of a different kind. In the context of sports, it is a part of the
mental skill needed to play well; it is the calculation of how best to use your
physical skill. For example, in tennis, you develop physical skill by practicing
your serves (first serves hard and flat, second serves with spin or kick) and pass-
ing shots (hard, low, and accurate). The strategic skill is knowing where to put
your serve (wide, or on the T) or passing shot (crosscourt, or doum the line). In
football, you develop such physical skills as blocking and tackling, running and
catching, and throwing. Then the coach, knowing the physical skills of his own
team and those of the opposing team, calls the plays that best exploit his team's
skills and the other team's weaknesses. The coach's calculation constitutes the
strategy. The physical game of football is played on the gridiron by jocks; the
strategic game is played in the offices and on the sidelines by coaches and by
nerdy assistants.

A hundred-yard dash is a matter of exercising your physical skill as best
you can; it offers no opportunities to observe and react to what other runners in
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WHAT IS A GAME OF STi:-EGY? 5

the race are doing and therefore no scope for strategy. Longer races io entail

strategy-whether you should lead to set the pace, how soon before i:e finish
you should try to break away, and so on.

Strategic thinking is essentially about your interactions with others: sole-

one else is also doing similar thinking at the same time and about the same sit,.t-

ation. Your opponents in a marathon may try to frustrate or facilitate voi-rr
attempts to lead, as they think best suits their interests. Your opponent in tennis
tries to guess where you will put your serve or passing shot; the opposing coach

in football calls the play that will best counter what he thinks you will call. Of

course, just as you must take into account what the other player is thinking, he

is taking into account what you are thinking. Game theory is the analysis, or sci-
ence, if you like, of such interactive decision making.

\.\hen you think carefully before you act-nlhen You are aware of your ob-
jectives or preferences and of any limitations or constraints on your actions and
choose your actions in a calculated way to do the best according to your own

criteria-you are said to be behaving rationally. Game theory adds another di-

mension to rational behavior-namely, interaction with other equall-v rational

decision makers. In other words, game theory is the science of rational behavior

in interactive situations.
We do not claim that game theorywill teach you the secrets of perfect play or

ensure that you will never lose. For one thing, your opponent can read the same

book, and both of you cannot win all the time. More importantly, many games

are complex and subtle enough, and most actual situations include enough idio-

slmcratic or chance elements, that game theory cannot hope to offer surefire

recipes for action. \.A/hat it does is to provide some general principles for thinking

about strategic interactions. You have to supplement these ideas and some
methods of calculation with many details specific to your situation before you

can devise a successful strategy for it. Good strategists mix the science of game

theory with their ovm experience; one might say that game playing is as much art

as science, We will develop the general ideas of the science but will also point out

its limitations and tell you when the art is more important.

You may think that you have already acquired the art from your experience
or instinct, but you will find the study of the science useful nonetheless. The sci-

ence systematizes many general principles that are common to several contexts

or applications. Without general principles, you would have to figure out from

scratch each new situation that requires strategic thinking. That would be espe-

cially difflcult to do in new areas of application-for example, if you learned
your art by playing games against parents and siblings and must now practice

strategy against business competitors. The general principles of game theory
provide you with a ready reference point. With this foundation in place, you can
proceed much more quickly and confidently to acquire and add the situation-

specific features or elements of the art to your thinking and action.
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iCH. 1]  BASIC IDEAS AND EXAMPLES

tout

with the aims announced in section 1, we will begin by offering you some sim-

ple examples, many of them taken from situations that you have probably en-

countered in your own lives, where strategy is of the essence. In each case we

will point out the crucial strategic principle. Each of these principles will be dis-

cussed more fully in a later chapter, and after each example we will tell you

where the details can be found. But don't jump to them right away; for a while,

just read all the examples to get a preliminary idea of the whole scope of strat-

egy and of strategic games.

A. Which Passing Shot?

Tennis at its best consists of memorable duels between top players: John McEn-

roe versus Ivan Lendl, Pete Sampras versus Andre Agassi, and Martina

Navratilova versus Chris Evert. Picture the 1983 U.S. Open final between Evert

and Navratilova.l Nawatilova at the net has just volleyed to Evert on the base-

line. Evert is about to hit a passing shot. Should she go down the line or cross-

court? And should Navratilova expect a down-the-line shot and lean slightly

that way or expect a crosscourt shot and lean the other way?

Conventional wisdom favors the down-the-line shot. The ball has a shorter

distance to travel to the net, so the other player has less time to react' But this

does not mean that Evert should use that shot all of the time. If she did,

Nawatilova would confidently come to expect it and prepare for it, and the shot

would not be so successful. To improve the success of the down-the-line pass-

ing shot, Evert has to use the crosscourt shot often enough to keep Navratilova

guessing on any single instance.

Similarly in football, with a yard to go on third dornm, a run up the middle is

the percentage play-that is, the one used most often-but the offense must

throw a pass occasionally in such situations "to keep the defense honest'"

Thus the most important general principle of such situations is not what

Evert should do but what she should not do: she should not do the same thing

all the time or systematically. If she did, then Navratilova would learn to cover

that, and Evert's chances of success would fall'

Not doing any one thing systematically means more than not playing the

same shot in every situation of this kind. Evert should not even mechanically

lchris Evert won her first title at the U.S. Open in 1975. Nawatilova claimed her first title in the

1983 flnal.
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switch back and forth between the two shots. Nawatilova would spot and exploit
tl;^is pattern or indeed any other detectable system. Evert must make the choice
on each particular occasion at randomto prevent this guessing.

This general idea of "mixing one's plays" is well knoum, even to sports com-
mentators on television. But there is more to the idea, and these further aspects
require analysis in greater depth. vvhy is dor,rm-the-line the percentage shot?
Should one play it B0% of the time or 90To or 99%? Does it make any difference if
the occasion is particularly big; for example, does one throw that pass on third
dor,r,n in the regular season but not in the Super Bowl? In actual practice, just
how does one mix one's plays? \Alhat happens when a third possibility (the lob)
is introduced? we will examine and answer such questions in chapters 7 and B.

The movie The Princess Bride (1987) illustrates the same idea in the "battle
of wits" between the hero (Westley) and a villain [lizzini). Westley is to poison
one of two wineglasses out of Yizzini's sight, and Yizzini is to decide who will
drink from which glass. vizzini goes through a number of convoluted argu-
ments as to why westley should poison one glass. But all of the arguments are
innately contradictory, because westley can anticip ate yizzini's logic and
choose to put the poison in the other glass. conversely, if westley uses any spe-
cific logic or system to choose one glass, Yizzini can anticipate that and drink
from the other glass, leaving westley to drink from the poisoned one. Thus,
Westley's strategy has to be random or unsystematic.

The scene illustrates something else as well. In the film, yizzini loses the
game and with it his life. But it turns out that westley had poisoned both
glasses; over the last several yearsr he had built up immunity to the poison. so
Yizzini was actually playing the game under a fatal information disadvantage.
Players can sometimes cope with such asymmetries of information; chapter 9
examines when and howthev can do so.

B. The GPA Rat Race

You are enrolled in a course that is graded on a curve. No matter how well you
do in absolute terms, only 40'/o of the students will get As, and only 40% will get
Bs. Therefore you must work hard, not just in absolute terms, but relative to
how hard your classmates (actually, "class enemies" seems a more fitting term
in this context) work. All of you recognize this, and after the first lecture you
hold an impromptu meeting in which all students agree not to work too hard. As
weeks pass by, the temptation to get an edge on the rest of the class by working
just that little bit harder becomes overwhelming. After all, the others are not
able to observe your work in any detail; nor do they have any real hold over you.
And the benefits of an improvement in your grade point average are substantial.
So you hit the library more often and stay up a little longer.
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The trouble is, everyone else is doing the same. Therefore your grade is no
better than it rvould have been if you and everyone else had abided by the
agreement. The only difference is that all of you have spent more time working
than you would have liked.

This is an example of the prisoners' dilemma. In the original story, two sus-
pects are being separately interrogated and invited to confess. One of them, say
A, is told, "If the other suspect, B, does not confess, then you can cut a very good
deal for yourself by confessing. But if B does confess, then you would do well to
confess, too; otherwise the court will be especially tough on you. So you should
confess no matter what the other does." B is told to confess, with the use of sim-
ilar reasoning. Faced with this choice, both A and B confess. But it would have
been better for both if neither had confessed, because the police had no reallv
compelling evidence against them.

Your situation is similar. If the others slacken, then you can get a much bet-
ter grade by working hard; if the others work hard, then you had better do the
same or else you will get a very bad grade. You may even think that the label
"prisoner" is very fltting for a group of students trapped in a required course.

There is a prisoners' dilemma for professors and schools, too. Each profes-
sor can make his course look good or attractive by grading it slightly more liber-
ally, and each school can place its students in better jobs or attract better
applicants by grading all of its courses a little more liberally. Of course, when all
do this, none has any advantage over the others; the only result is rampant
grade inflation, which compresses the spectrum of grades and therefore makes
it difficult to distinguish abilities.

People often think that in every game there must be a winner and a loser.
The prisoners' dilemma is different-both or all players can come out losers.
People play (and lose) such games every day, and the losses can range from
minor inconveniences to potential disasters. Spectators at a sports event stand
up to get a better view but, when all stand, no one has a better view than when
they were all sitting. Superpowers acquire more weapons to get an edge over
their rivals but, when both do so, the balance of power is unchanged; all that has
happened is that both have spent economic resources that they could have used
for better purposes, and the risk of accidental war has escalated. The magnitude
of the potential cost of such games to all players makes it important to under-
stand the ways in which mutually beneficial cooperation can be achieved and
sustained. All of Chapter 11 deals with the study of this game.

Just as the prisoners' dilemma is potentially a lose-lose game, there are win-
win games, too. International trade is an example; when each country produces
more of what it can do relatively best, all share in the fruits of this international
division of labor. But successful bargaining about the division of the pie is
needed if the full potential of trade is to be realized. The same applies to many
other bargaining situations. We will study these in Chapter 17.
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C. "We Can't Take the Exam, Because We Had a Flat Tire,,

Here is a story, probably apocryphal, that circulates on the undergraduate
e-mail networks; each of us independently received it from our students:

There were two friends taking chemistry at Duke. Both had done preth, rvell
on all of the quizzes, the labs, and the midterm, so that going into the final
th/ each had a solid A . They were so confident the weekend before tbe.Dna)

that they decided to go to a party at the University of Virginia. The party was

so good that they overslept all day Sunday, and got back too late to study for

the Chemistry final that was scheduled for Monday morning. Rather than

take the final unprepared, they went to the professor with a sob story. They

said they each had gone up to UVA and had planned to come back in good

time to study for the final but had had a flat tire on the way back. Because

they didn't have a spare, they had spent most of the night looking for help.

Now they were really too tired, so could they please have a makeup final the

next day? The professor thought it over and agreed.

The two studied all of Monday evening and came well prepared on Tues-

day morning. The professor placed them in separate rooms and handed the

test to each. The first question on the first page, worth l0 points, was very

easy. Each of them wrote a good answer, and greatly relieved, turned the

page. It had just one question, worth 90 points. It was: "\Vhich tire?"

The story has two important strategic lessons for future party goers. The

first is to recognize that the professor may be an intelligent game player. He may

suspect some trickery on the part of the students and may use some device to
catch them. Given their excuse, the question was the likeliest such device. They
should have foreseen it and prepared their answer in advance. This idea that
one should look ahead to future moves in the game and then reason backward
to calculate one's best current action is a very general principle of strategy,
which we will elaborate on in Chapter 3. We will also use it, most notably, in
Chapter 10.

But it may not be possible to foresee all such professorial countertricks;
after all, professors have much more experience of seeing through students' ex-
cuses than students have of making up such excuses. If the pair are unprepared,
can they independently produce a mutually consistent lie? If each picks a tire at
random, the chances are only 25% that the two will pick the same one. [Why?)
Can they do better?

You may think that the front tire on the passenger side is the one most likely
to suffer a flat, because a nail or a shard of glass is more likely to lie closer to the
side of the road than the middle and the front tire on that side will encounter it
first. You may think this is good logic, but that is not enough to make it a good
choice. \Mhat matters is not the logic of the choice but making the same choice
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as your friend does. Therefore you have to think about whether your friend
would use the same logic and would consider that choice equally obvious. But
even that is not the end of the chain of reasoning. Would your friend think that
the choice r,vould be equally obvious to you? And so on. The point is not whether
a choice is obvious or logical, but whether it is obvious to the other that it is ob-
vious to vou that it is obvious to the other. . . . In other words, what is needed is
a convergence of expectations about what should be chosen in such circum-
stances. Such a commonly expected strategy on which the players can success-
fully coordinate is called a focal point.

There is nothing general or intrinsic to the structure of all such games that
creates such convergence. In some games, a focal point may exist because of
chance circumstances about the labeling of strategies or because of some expe-
rience or knowledge shared by the players. For example, if the passenger's front
side of a car were for some reason called the Duke's side, then two Duke stu-
dents would be very likely to choose it without any need for explicit prior under-
standing. Or, if the driver's front side of all cars were painted orange (for safety,
to be easily visible to oncoming cars), then two princeton students would be
very likely to choose that tire, because orange is the Princeton color. But with-
out some such clue, tacit coordination might not be possible at all.

we will study focal points in more detail in chapter 4. Here in closing we
merely point out that when asked in classrooms, more than 50% of students
choose the driver's front side. They are generally unable to explain why, except
to say that it seems the obvious choice.

D. Why Are Professors 5o Mean?

Many professors have inflexible rules not to give makeup exams and never to
accept late submission of problem sets or term papers. students think the pro-
fessors must be really hardhearted to behave in this way. The true strategic rea-
son is often exactly the opposite. Most professors are kindhearted and would
like to give their students every reasonable break and accept any reasonable ex-
cuse. The trouble lies in judging what is reasonable. It is hard to distinguish be-
tween similar excuses and almost impossible to veriff their truth. The professor
knows that on each occasion he will end up by giving the student the benefit of
the doubt. But the professor also knows that this is a slippery slope. As the stu-
dents come to know that the professor is a soft touch, they will procrastinate
more and produce ever-flimsier excuses. Deadlines will cease to mean any-
thing, and examinations will become a chaotic mix of postponements and
makeup tests.

often the only way to avoid this slippery slope is to refuse to take even the
first step dor,r.m it. Refusal to accept any excuses at all is the only realistic alterna-
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tive to accepting them all. By making an advance commitment to the "no ex-
cuses" strategy, the professor avoids the temptation to give in to all.

But how can a softhearted professor maintain such a hardhearted commit-
ment? He must find some way to make a refusal firm and credible. The simplest
way is to hide behind an administrative procedure or university-wide policr. "l

wish I could accept your excuse, but the university won't let me" not only puts
the professor in a nicer light, but removes the temptation by genuinely leaving
him no choice in the matter. Of course, the rules may be made by the same col-
lectivity of professors as hides behind them but, once made, no individual pro-
fessor can unmake the rule in any particular instance.

If the university does not provide such a general shield, then the professor
can try to make up commitment devices of his own. For example, he can make a
clear and firm announcement of the policy at the beginning of the course. Any
time an individual student asks for an exception, he can invoke a fairness prin-
ciple, saying, "If I do this for you, I would have to do it for everyone." Or the pro-
fessor can acquire a reputation for toughness by acting tough a few times. This
may be an unpleasant thing for him to do and it may run against his true incli-
nation, but it helps in the long run over his whole career. If a professor is be-
lieved to be tough, few students will try excuses on him, so he will actually suffer
less pain in denying them.

We will study commitments, and related strategies, such as threats and
promises, in considerable detail in Chapter 10.

E. Roommates and Families on the Brink

You are sharing an apartment with one or more other students. You notice that
the apartment is nearly out of dishwasher detergent, paper towels, cereal, beer,
and other items. You have an agreement to share the actual expenses, but the
trip to the store takes time. Do you spend your time or do you hope that some-
one else will spend his, leaving you more time to study or relax? Do you go and
buy the soap or stay in and watch TV to catch up on the soap operas?2

In many situations of this kind, the waiting game goes on for quite a while
before someone who is really impatient for one of the items (usually beer) gives
in and spends the time for the shopping trip. Things may deteriorate to the
point of serious quarrels or even breakups among the roommates.

This game of strategy can be viewed from two perspectives. In one, each of
the roommates is regarded as having a simple binary choice-to do the shop-
ping or not. The best outcome for you is where someone else does the shopping

2This example comes from Michael Grunwald's "At Home" column, "A Game of Chicken," in the
Boston Globe Magazine, April 28, 1996.
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and you stay at home; the worst is where you do the shopping while the others

get to use their time better. If both do the shopping (unknown to each other, on

the way home from school or work), there is unnecessary duplication and per-

haps some rvaste of perishables; if neither does, there can be serious inconve-

nience or even disaster if the toilet paper runs out at a crucial time'

This is analogous to the game of chicken that used to be played byAmerican

teenagers. Two of them drove their cars toward each other. The first to swerve to

avoid a collision was the loser (chicken); the one who kept driving straight was

the rr.inner. We will analyze the game of chicken further in Chapter 4 and in

Chapters B and 13.
A more interesting dynamic perspective on the same situation regards it as

a "war of attrition," where each roommate tries to wait out the others, hoping

that someone else's patience will run out first. In the meantime, the risk esca-

lates that the apartment will run out of something critical, leading to serious in-

convenience or a blou,-r-rp. Each player lets the risk escalate to the point of his

or,tm tolerance; the one revealed to have the least tolerance loses. Each sees how

close to the brink of disaster the others will let the situation go. Hence the name

"brinkmanship" for this strategy and this game. It is a dynamic version of

chicken, offering richer and more interesting possibilities.

One of us (Dixio was privileged to observe a brilliant example of brinkman-

ship at a dinner party one Saturday evening. Before dinner, the company was

sitting in the living room when the host's fifteen-year-old daughter appeared at

the door and said, "Bye, Dad." The father asked, "\t\{here are you going?" and the

daughter replied, "Out." After a pause that was only a couple of seconds but

seemed much longer, the host said, "All right, bye."

Your strategic observer of this scene was left thinking how it might have

gone differently. The host might have asked, "With whom?" and the daughter

might have replied, "Friends." The father could have refused permission unless

the daughter told him exactly where and with whom she would be. One or the

other might have capitulated at some such later stage of this exchange or it

could have led to a blowup.
This was a risky game for both the father and the daughter to play. The

daughter might have been punished or humiliated in front of strangers; an ar-

gument could have ruined the father's evening with his friends. Each had to

judge how far to push the process, without being fully sure whether and when

the other might give in or whether there would be an unpleasant scene. The risk

of an explosion would increase as the father tried harder to force the daughter to

answer and as she defied each successive demand.

In this respect the game played by the father and the daughter was just like

that between a union and a company's management who are negotiating a

labor contract or between two superpowers who are encroaching on each

other's sphere of influence in the world. Neither side can be fully sure of the
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other's intentions, so each side explores them through a succession o: snrall in-
cremental steps, each of which escalates the risk of mutual disaster. Thr riaugh-

ter in our story was exploring previously untested limits of her freedol the
father was exploring previously untested-and perhaps unclear even to irinr-
self-limits of his authority.

This was an example of brinkmanship, a game of escalating mutual risk, par

excellence. Such games can end in one of two ways. In the first way, one of the
players reaches the limit of his orn"rr tolerance for risk and concedes. (The father
in our story conceded quickly, at the very first step. Other fathers might be more
successful strict disciplinarians, and their daughters might not even initiate a
game like this.) In the second way, before either has conceded, the risk that they
both fear comes about, and the blowLrp (the strike or the war) occurs. T'he feucl
in our host's family ended "happily"; although the father conceded and the
daughter won, a blow-up would have been much worse for both.

We will analyze the strategy of brinkmanship more fuliv in Chapter 10; in

Chapter 14, we will examine a particularly important instance of it-namely, the
Cuban missile crisis of 1962.

F. The Dating Game

\.44ren you are dating, you want to show off the best attributes of your personality

to your date and to conceal the worst ones. Ofcourse, you cannot hope to con-
ceal them forever if the relationship progresses; but you are resolved to improve
or hope that by that stage the other person will accept the bad things about you
with the good ones. And you know that the relationship will not progress at all
unless you make a good flrst impression; you won't get a second chance to do so.

Of course, you want to find out everything, good and bad, about the other
person. But you know that, if the other is as good at the dating game as you are,
he or she will similarly try to show the best side and hide the worst. You will
think through the situation more carefully and try to figure out which signs of
good qualities are real and which ones can easily be put on for the sake of mak-
ing a good impression. Even the worst slob can easily appear well groomed for a
big date; ingrained habits of courtesy and manners that are revealed in a hun-
dred minor details may be harder to simulate for a whole evening. Florvers are
relatively cheap; more expensive gifts may have value, not for intrinsic reasons,
but as credible evidence of how much the other person is willing to sacrifice for
you. And the "currency" in which the gift is given may have different signifi-
cance, depending on the context; from a millionaire, a diamond malr bs r,,"'orth
less in this regard than the act of giving up valuable time for your compan)/ or

time spent on some activity at your request.
You should also recognize that your date will similarly scrutinize your ac-

tions for their information content. Therefore vou should take actions that are
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credible signals of I'our true good qualities, and not just the ones that anyone

can imitate.
This is important not just on a flrst date; revealing, concealing, and eliciting

information about the other person's deepest intentions remain important

throughout a relationship. Here is a story to illustrate that.

Once upon a time in NewYork City there lived a man and a woman who had

separate rent-controlled apartments, but their relationship had reached the

point at rvhich they were using only one of them. The woman suggested to the

man that they give up the other apartment. The man, an economist, explained

to her a fundamental principle of his subject: it is always better to have more

choice available. The probability of their splitting up might be small but, given

even a small risk, it would be useful to retain the second low-rent apartment.

The woman took this very badly and promptly ended the relationship!

Economists who hear this story say that it just confirms their principle that

greater choice is better. tsut strategic thinking offers a very different and more

compelling explanation. The woman was not sure of the man's commitment to

the relationship, and her suggestion was a brilliant strategic device to elicit the

truth. Words are cheap; anyone can say, "I love you." If the man had put his

propefiy where his mouth was and had given up his lent-controlled apartment,

that would have been concrete evidence of his love. The fact that he refused to

do so constituted hard evidence of the opposite, and the woman did right to end

the relationship.
These are examples, designed to appeal to your immediate experience, of a

very important class of games-namely, those where the real strategic issue is

manipulation of information. Strategies that convey good information about

yourself are called signals; strategies that induce others to act in ways that will

credibly reveal their private information, good or bad, are called screening de-

vices. Thus the woman's suggestion of giving up one of the apartments was a

screening device, which put the man in the situation of offering to give up his

apartment or else revealing his lack of commitment. We will study games of in-

formation, as well as signaling and screening, in Chapter 9.

We have chosen several examples that relate to your experiences as amateur

strategists in real life to illustrate some basic concepts of strategic thinking and

strategic games. We could continue, building a whole stock of dozens of similar

stories. The hope would be that, when you face an actual strategic situation, you

might recognize a parallel with one of these stories, which would help you de-
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cide the appropriate strategy for your or'rm situation. This is the case srudy ap-
proach taken by most business schools. It offers a concrete and memorable ve-
hicle for the underlying concepts. However, each new strategic situation
typically consists of a unique combination of so many variables that an intolera-
bly large stock of cases is needed to cover all of them.

An alternative approach focuses on the general principles behind the exam-
ples and so constructs a theory of strategic action-namely, formal game theory.
The hope here is that, facing an actual strategic situation, you might recognize
which principle or principles apply to it. This is the route taken by the more aca-
demic disciplines, such as economics and political science. A drawback to this
approach is that the theory is presented in a very abstract and mathematical
manner, without enough cases or examples. This makes it difficult for most be-
ginners to understand or remember the theory and to connect the theory with
reality afterward.

But knowing some general theory has on overwhelming compensating ad-
vantage. It gives you a deeper understanding of games and of why they have the
outcomes they do. This helps you play better than you would if you merely read
some cases and knew the recipes for howto play some speciflc games. with the
knowledge of why, you can think through new and unexpected situations where
a mechanical follower of a "how" recipe would be lost. A world champion of
checkers, Tom wiswell, has expressed this beautifully: "The player who knows
how will usually draw, the player who knows why will usually win."3 This is not
to be taken literally for all games; some games may be hopeless situations for
one of the players no matter how knowledgable he may be. But the statement
contains the germ of an important general truth-knowing why gives you an ad-
vantage beyond what you can get if you merely know how. For example, know-
ing the why of a game can help you foresee a hopeless situation and avoid
getting into such a game in the first place.

Therefore we will take an intermediate route that combines some of the ad-
vantages of both approaches-case studies (how) and theory (why). we will orga-
nize the subject around its general principles, generally one in each of the chapters
to follow. Therefore you don't have to figure them out on your or.tm from the cases.
But we will develop the generai principles through illustrative cases rather than ab-
stractly, so the context and scope of each idea will be clear and evident. In other
wotds, we will focus on theory but build it up through cases, not abstractly.

of course, such an approach requires some compromises of its or,r,n. Most
importantly, you should remember that each of our examples serves the pur-
pose of conveying some general idea or principle of game theory. Therefore we

3Quoted in victor Niederhoffer, The Education of a speculator (New york: wiley, 1997), p. 169.
We thankAustin Iaffe of Pennsylvania State University for bringing this aphorism to our attention.

http://freepdf-books.com



15 iCH. 1]BASIC IDEAS AND EXAMPLES

nill leave out manv details of each case that are incidental to the principle at
stake. If some examples seem somewhat artiflcial, please bear with us; we have
generally considered the omitted details and left them out for good reasons.

A word of reassurance. Although the examples that motivate the development
of our conceptual or theoretical frameworks are deliberately selected for that pur-
pose (even at the cost of leaving out some other features of reality), once the theory
has been constructed, we pay a lot of attention to its connection with reality.
Throughout the book, we examine factual and experimental evidence in regard to
how well the theory explains reality. The frequent answer-very well in some re-
spects and less well in others-should give you cautious confldence in using the
theory and should be a spur to contributing to the formulation of better theories.
In appropriate places, we examine in great detail how institutions evolve in prac-
tice to solve some problems pointed out by the theories; note in particular the dis-
cussion in Chapter 11 of how prisoners' dilemmas arise and are solved in reality
and a similar discussion of more general collective-action problems in Chapter 12.
Finally, in Chapter 14 we will examine the use of brinkmanship in the Cuban mis-
sile crisis. Such theory-based case studies, which take rich factual details of a situa-
tion and subject them to an equally detailed theoretical analysis, are becoming
common in such diverse fields as business studies, political science, and economic
history; we hope our original study of an important episode in the diplomatic and
military areas will give you an interesting introduction to this genre.

To pursue our approach in which examples lead to general theories that are
then tested against reality and used to interpret reality, we must flrst identi$r the
general principles that serve to organize the discussion. We will do so in Chap-
ter 2by classifring or dichotomizing games along several key dimensions of dif-
ferent strategic matters or concepts. Along each dimension, we will identify two
extreme pure types. For example, one such dimension concerns the order of
moves, and the two pure t],pes are those in which the players take turns making
moves (sequential games) and those in which all players act at once (simultane-
ous games). Actual games rarely correspond to exactly one of these conceptual
categories; most partake of some features of each extreme type. But each game
can be located in our classification by considering which concepts or dimen-
sions bear on it and how it mixes the two pure types in each dimension. To de-
cide hol'r'to act in a specific situation, one then combines in appropriate ways
the iessons learned for the pure tJ,?es.

Once this general framework has been constructed in Chapter 2, the chap-
ters that follor'v will build on it, developing several general ideas and principles
for each player's strategic choice and the interaction of all players' strategies in
games.
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Howto ThinkAbout
Strategic Games

HApTER I cavE sove simple examples of strategic games and strategic
thinking. In this chapter, we begin a more systematic and analltical ap-
proach to the subject. we choose some crucial conceptual categories or
dimensions, in each of which there is a dichotomy of types of strategic in-

teractions. For example, one such dimension concerns the timing of the play-
ers' actions, and the two pure t],pes are games where the players act in strict
turns (sequential moves) and where they act at the same time (simultaneous
moves). We consider some matters that arise in thinking about each pure type
in this dichotomy, as well as in similar dichotomies, with respect to other mat-
ters, such as whether the game is played only once or repeatedly and what the
players know about each other.

In the chapters that follow, we will examine each of these categories or di-
mensions in more detail and show how the analysis can be used in several spe-
cific applications. of course, most actual applications are not of a pure type but
rather a mixture. Moreover, in each application, two or more of the categories
have some relevance. The lessons learned from the study of the pure types must
therefore be combined in appropriate ways. we will show how to do this by
using the context of our applications.

In this chapter, we state some basic concepts and terminology-such as
strategies, payoffs, and equilibrium-that are used in the analysis and briefly
describe solution methods. we also provide a brief discussion of the uses of
game theory and an overview of the structure of the remainder of the book.

17
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.iiffi
\\4ren a person (or team or firm or government) decides how to act in dealings

with other people (or teams or flrms or governments), there must be some

cross-effect of their actions; what one does must affect the outcome for the

other. \\'hen George Pickett (of Fickett's Charge at the battle of Gettysburg) was

asked to explain the Confederacy's defeat in the Civil War, he responded, "I

think the Yankees had something to do with it."r

For the interaction to become a strategic game, however, we need some-

thing more-namely, the participants' mutual awareness of this cross-effect.

\\hat the other person does affects you; ifyou know this, you can leact to his ac-

tions, or take advance actions to forestall the bad effects his future actions may

have on you and to facilitate any good effects, or even take advance actions so as

to alter his future reactions to your advantage. If you know that the other person

knows that what you do affects him, you know that he will be taking similar ac-

tions. And so on. It is this mutual awareness of the cross-effects of actions and

the actions taken as a result of this awareness that constitute the most interest-

ing aspects of strategy.
This distinction is captured by reserving the label strategic games (or some-

times just games, because we are not concerned with other types of games,

such as those of pure chance or pure skill) for interactions between mutually

aware players and decisions for action situations where each person can choose

without concern for reaction or response from others. If Robert E. Lee (who or-

dered Pickett to lead the ill-fated Pickett's Charge) had thought that the Yankees

had been weakened by his earlier artillery barrage to the point that they no

longer had any ability to resist, his choice to attack would have been a decision;

if he was aware that the Yankees were prepared and waiting for his attack, then

the choice became a part of a (deadly) game. The simple rule is that unless there

are two or more players, each of whom responds to what others do (or what

each thinks the others might do), it is not a game.

Strategic games arise most prominently in head-to-head confrontations of

two participants: the arms race between the United States and the Soviet Union

from the 1950s through the l9B0s; wage negotiations between General Motors

and the United Auto Workers; or a Super Bowl matchup between two "pirates,"

the Tampa Bay Buccaneers and the Oakland Raiders. In contrast, interactions

among a iarge number of participants seem less prone to the issues raised by

mutual awareness. Because each farmer's output is an insignificant part of the

rJames M. McPherson, "American Victory, American Defeat," in why the confecleracy Lost, ed.

Gabor S. Boritt (NewYork: Oxford University Press, 1993), p. 19.
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whole nation's or the world's output, the decision of one farmer to Src\v more

or less corn has almost no effecl  on Ihe markel pr ice, and not much al ] : rrr fs to

hinge on thinking of agriculture as a strategic game. This was indeed the '''jenr

prevalent in economics for many years. A few confrontations between iarge

companies, as in the U.S. auto market that was once dominated by GM, Ford'

and Chrysler, were usefully thought of as strategic games, but most econonllc

interactions were supposed to be governed by the impersonal forces of supplr

and demand.
In fact, game theory has a much greater scope. Many situations that start

out as impersonal markets with thousands of participants turn into strategic

interactions of two or just a few. This happens for one of two broad classes of

reasons-mutual commitments or private information'

Consider commitment flrst. \\4len you are contemplating building a house,

you can choose one of several dozen contractors in 1'otLr area; the contractor

can similarly choose from several potential customers. There appears to be an

impersonal market. once each side has made a choice, however, the customer

pays an initial installment, and the builder buys some materials for the plan of

this particular house. The two become tied to each other, separately from the

market. Their relationship becomes bilateral' The builder can try t0 get away

with a somewhat sloppy job or can procrastinate, and the client can try to delay

payment of the next installment. Strategy enters the pictufe' Their initial con-

tract has to anticipate their individual incentives and specify a schedule of in-

stallments of payments that are tied to successive steps in the completion of the

project. Even then, some adjustments have to be made after the fact, and these

adjustments bring in new elements of strategy'

Next, consider private information. Thousands of farmers seek to borrow

money for their initial expenditures on machinery, seed, fertilizer, and so forth,

and hundreds of banks exist to lend to them. Yet the market for such loans is not

impersonal. A borrower with good farming skills who puts in a lot of effort will

be more likely to be successful and will repay the loan; a less-skilled or lazy bor-

rower may fail at farming and default on the loan. The risk of default is highly

personalized. It is not a vague entity called "the market" that defaults, but indi-

vidual borrowers who do so. Therefore each bank will have to view its lending

relation with each individual borrower as a separate game' It will seek collateral

from each borrower or will investigate each borrower's creditworthiness' The

farmer will look for ways to convince the bank of his quality as a borrower; the

bank will look for effective ways to ascertain the truth of the farmer's claims'

Similarly, an insurance company will make some efforts to determine the

health of individual applicants and will check for any evidence of arson when a

claim for a fire is made; an employer will inquire into the qualifications of indi-

vidual employees and monitor their performance. More generally, when partic-

ipants in a transaction possess Some private information bearing on the
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outcome, each bilateral deal becomes a game of strategy, even though the larger
picture may har-e thousands of very similar deals going on.

To sum up, rvl'Len each participant is significant in the interaction, either be-
cause each is a large piayer to start with or because commitments or private in-
formation narro\\' the scope of the relationship to a point where each is an
important plar,'er tuithin the relationship, we must think of the interaction as a
strategic gante. Such situations are the rule rather than the exception in busi-
ness, in politics, and even in social interactions. Therefore the study of strategic
games forrns an important part of all fields that analyze these matters.

Games of strategy arise in many different contexts and accordingly have many
different features that require study. This task can be simplified by grouping
these features into a few categories or dimensions, along each of which we can
identify two pure types of games and then recognize any actual game as a mix-
ture of the pure types. we develop this classification by asking a few questions
that will be pertinent for thinking about the actual game that you are playing or
studying.

A. Are the Moves in the Game Sequential or Simultaneous?

Moves in chess are sequential: \Mhite moves first, then Black, then \.44rite again,
and so on. In contrast, participants in an auction for an oil-drilling lease or a
part of the airwave spectrum make their bids simultaneously, in ignorance of
competitors' bids. Most actual games combine aspects of both. In a race to re-
search and develop a new product, the flrms act simultaneously, but each com-
petitor has partial information about the others' progress and can respond.
During one play in football, the opposing offensive and defensive coaches si-
multaneously send out teams with the expectation of carrying out certain plays
but, after seeing how the defense has set up, the quarterback can change the
play at the line of scrimmage or call a time-out so that the coach can change the
play.

The distinction between sequential and simultaneous moves is important
because the two types of games require different types of interactive thinking. In
a sequential-move game, each player must think if I do this, how will my oppo-
nent react? Your current move is governed by your calculation of its future con-
sequences. with simultaneous moves, you have the trickier task of trying to
figure out what your opponent is going to do right now.Butyou must recognize
that, in making his own calculation, the opponent is also trylng to figure out
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your current move, while at the same time recognizing that you are .loing the

same with him. . . . Both of you have to think your way out of this circle.

In the next three chapters, we will study the two pure cases. In Chapier 3, tr,e

examine sequential-move games, where you must look ahead to act tlo''.: itt

Chapters 4 and 5, the subject is simultaneous-move games, where you lllust

square the circle of "He thinks that I think that he thinks . . . " In each case. \re

will devise some simple tools for such thinking-trees and payoff tables-ar-rd

obtain some simple rules to guide actions.

The study of sequential games also tells us when it is an advantage to move

first and when second. Roughly speaking, this depends on the relative impor-

tance of commitment and flexibility in the game in question. For example, the

game of economic competition among rival firms in a market has a flrst-mover

advantage if one flrm, by making a fi.rm commitment to compete aggressively,

can get its rivals to back off. But, in political competition, a candidate who has

taken a firm stand on an issue may give his rivals a clear focus for their attack

ads, and the game has a second-mover advantage.

Knowledge of the balance of these considerations can also help you devise

ways to manipulate the order of moves to your own advantage. That in turn

leads to the study of strategic moves, such as threats and promises, which we

will take up in Chapter 10.

B. Are the Players' Interests in Total (onflict or ls There Some Commonality?

In simple games such as chess or football, there is a winner and a loser. One

player's gain is the other's loss. Similarly, in gambling games' one player's win-

nings are the others' losses, so the total is zero. This motivates the name zero-

sum games for such situations. More generally, the idea is that the players'

interests are in complete conflict. Such conflict arises when players are dividing

up any fixed amount of possible gain, whether it be measured in yards, dollars,

acres, or scoops of ice cream. Because the available gain need not always be ex-

actly zero, the term consrant-sum game is often substituted for zero-sum; we

will use the two interchangeably.
Most economic and social games are not zero-Sum. Trade, or economic aC-

tivity more generally, offers scope for deals that benefit everyone. Ioint ventures

can combine the participants' different skills and generate synelgy to produce

more than the sum of what they could have produced separately. But the inter-

ests are not completely aligned either; the partners can cooperate to create a

larger total pie, but they will clash when it comes to deciding how to split this

pie among them.
Even wars and strikes are not zero-sum games. A nuclear war is the most

striking example of a situation where there can be only losers, but the concept

is far older. Pyrrhus, the king of Epirus, defeated the Romans at Heraclea in
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280 e.c. but at such great cost to his own army that he exclaimed: "Another such
victory and we are lost." Hence the phrase "Pyrrhic victory." In the 1g80s, at the
height of the frenn' of business takeovers, the battles among rival bidders led to
such costly escalation that the successful bidder's victory was often similarly
Pyrrhic.

Most gantes in reality have this tension between conflict and cooperation,
and manv of the most interesting analyses in game theory come from the need
to handle it. The players' attempts to resolve their conflict-distribution of terri-
tory or profit-are influenced by the knowledge that, if they fail to agree, the
outcolrle rvill be bad for all of them. One side's threat of a war or a strike is its at-
tenrpt to frighten the other side into conceding its demands.

Even when a game is constant-sum for all players, when there are three (or
more) players, we have the possibility that two of them will cooperate at the ex-
pense of the third; this leads to the study of alliances and coalitions. We will ex-
amine and illustrate these ideas later, especially in chapter l7 on bargaining.

C. ls the Game Played 0nce or Repeatedly, and with the Same
or (hanging 0pponents?

A game played just once is in some respects simpler and in others more compli-
cated than one with a longer interaction. You can think about a one-shot game
without worrying about its repercussions on other games you might play in the
future against the same person or against others who might hear of your actions
in this one. Therefore actions in one-shot games are more likely to be unscrupu-
lous or ruthless. For example, an automobile repair shop is much more likely to
overcharge a passing motorist than a regular customer.

In one-shot encounters, each player doesn't know much about the others;
for example, what their capabilities and priorities are, whether they are good at
calculating their best strategies or have any weaknesses that can be exploited,
and so on. Therefore in one-shot games, secrecy or surprise are likely to be im-
portant components of good strategy.

Games with ongoing relationships require the opposite considerations. You
have an opportunity to build a reputation (for toughness, fairness, honesty, reli-
ability, and so forth, depending on the circumstances) and to find out more
about your opponent. The players together can better exploit mutually benefi-
cial prospects by arranging to divide the spoils over time (taking turns to "win")
or to punish a cheater in future plays (an eye-for-an-eye or tit-for-tat). we will
consider these possibilities in Chapter 11 on the prisoners' dilemma.

More generally, a game may be zero-sum in the short run but have scope for
mutual benefit in the long run. For example, each football team likes to win, but
they all recognize that close competition generates more spectator interest,
which benefits all teams in the long run. That is why they agree to a drafting
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scheme where teams get to pick players in reverse order of their curretlt stand-

ing, thereby reducing the inequality of talent. In long-distance races. tlle run-

ners or cyclists often develop a lot of cooperation; two or more of then"r can help

one another by taking turns to follow in one another's slipstream. Near the end

of the race, the cooperation collapses as all of them dash for the finish line'

Here is a useful rule of thumb for your own strategic actions in life. In a ganre

that has some conflict and some scope for cooperation, you will often think up a

great strategy for winning big and grinding a rival into dust but have a nagging

worry at the back of your mind thatyou are behaving like the worst 1980s )'uppie.
In such a situation, the chances are that the game has a repeated or ongoing as-

pect that you have overlooked. Your aggressive strategy may gain you a short-run

advantage, but its long-run side effects will cost you even more. Therefore you

should dig deeper and recognize the cooperative element and then alter youl

strategy accordingly. You will be surprised how often niceness, integrity, and the

golden rule of doing to others as you would have them do to you turn out to be

not just old nostrums, but good strategies as well, when you consider the whole

complex of games that you wilt be playing in the course of your life.

D. Do the Players Have Full or Equal Information?

In chess, each player knows exactly the current situation and all the moves that

led to it, and each knows that the other aims to win. This situation is excep-

tional; in most other games, the players face some limitation of information.

Such limitations come in two kinds. First, a player may not know all the infor-

mation that is pertinent for the choice that he has to make at every point in the

game. This includes uncertainty about relevant external circumstances-for ex-

ample, the weather-as well as the prior and contemporaneous actions of other

players. Such situations are said to have imperfect information. We will de-

velop the theory of games with contempolaneous actions in Chapter 4 and

methods for making choices under uncertainty in the appendix to Chapter 7

and in Chapter 9.
Trickier strategic situations arise when one player knows more than another

does; they are called situations of incomplete or, better, as)rmmetric informa-

tion. In such situations, the players' attempts to infer, conceal, or sometimes

convey their private information become an important part of the game and the

strategies. In bridge or poker, each player has only partial knowledge of the

cards held by the others. Their actions (bidding and play in bridge, the number

of cards taken and the betting behavior in poker) give information to oppo-

nents. Each player tries to manipulate his actions to mislead the opponents

(and, in bridge, to inform his partner truthfully), but in doing so each must be

aware that the opponents know this and that they will use strategic thinking to

interpret that player's actions.

http://freepdf-books.com



24 ICH.2] HOW TO THINK ABOUT STRATEGIC GAMES

You may think that, if you have superior information, you should always

conceal it from other players. But that is not true. For example' suppose you are

the CEO of a pharmaceutical firm that is engaged in an R&D competition to de-

velop a nerv drug. If your scientists make a discovery that is a big step forward,

you may \vant to let your competitors know, in the hope that they will give up

their or.m searches. In war, each side wants to keep its tactics and troop deploy-

ments secret; but, in diplomacy, if your intentions are peaceful, then you des-

peratelv r'r,ant other countries to know and believe this fact'

The general principle here is that you want to release your information se-

lectively. You want to reveal the good information (the kind that will draw re-

sponses from the other players that work to your advantage) and conceal the

bad (the kind that may work to your disadvantage).

This raises a problem. Your opponents in a strategic game are purposive ra-

tional players and know that you are one' too. They will recognize your incen-

tive to exaggerate or even to lie. Therefore they are not going to accept your

unsupported declarations about your progress or capabilities. They can be con-

vinced only by objective evidence or by actions that are credible proof of your

information. Such actions on the part of the more-informed player are called

signals, and strategies that use them are called signaling. Conversely, the less-

informed party can create situations in which the more-informed player will

have to take some action that credibly reveals his information; such strategies

are called screening, and the methods they use are called screening devices.

The word screeningis used here in the sense of testing in order to sift or sepa-

rate, not in the sense of concealing. Recall that, in the dating game in Section 2'F

of Chapter 1, the woman was screening the man to test his commitment to their

relationship, and her suggestion that the pair give up one of their two rent-

controlled apartments was the screening device. If the man had been commit-

ted to the relationship, he might have acted first and volunteered to give up his

apartment; this action would have been a signal of his commitment.

Nowwe see how, when different players have different information, the ma-

nipulation of information itself becomes a game, perhaps more important than

the game that will be played after the information stage. Such information

games are ubiquitous, and to play them well is essential for success in life' We

will studv more games of this kind in greater detail in Chapter 9'

E. Are the Rules of the Game Fixed or Manipulable?

The rules of chess, card games, or sports are given, and every player must follow

them, no matter hory arbitrary or strange they Seem. But, in games of business,

politics, and ordinary life, the players can make their own rules to a greater or

Iesser extent. For example, in the home, parents constantly try to make the

rules, and children constantly look for ways to manipulate or circumvent those
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rules. In legislatures, rules for the progress of a bill (including the order in which

amendments and main motions are voted on) are fixed, but the game that sets

the agenda-which amendments are brought to vote first-can be manipu-

Iated; that is where political skill and power have the most scope, and n'e uill

address these matters in detail in Chapter 15.

In such situations, the real game is the "pregame" where rules are made, and

your strategic skill must be deployed at that point. The actual playrng out of the

subsequent game can be more mechanical; you could even delegate it to someone

else. However, if you "sleep" through the pregame, you might find that you have

lost the game before it ever began. For manyyears, American firms ignored the rise

of foreign competition in just this way and ultimately paid the price. Others, such

as oil magnate Iohn D. Rockefeller, Sr., adopted the strategy of limiting their partic-

ipation to games in which they could also participate in making the rules.2

The distinction betriveen changing rules and acting within the chosen rules

will be most important for us in our study of strategic moves, such as threats

and promises. Questions of how you can make your ornm threats and promises

credible or how you can reduce the credibility of your opponent's threats basi-

cally have to do with a pregame that entails rrlanipulating the rules of the subse-

quent game in which the prorhises or threats may have to be carried out. More

generally, the strategic moves that we will study in Chapter 10 are essentially

ploys for such manipulation of rules.

But, if the pregame of rule manipulation is the real game, what fixes the

rules of the pregame? Usually these pregame rules depend on some hard facts

related to the players' innate abilities. In business competition, one firm can

take preemptive actions that alter subsequent games between it and its rivals;

for example, it can expand its factory or advertise in a way that twists the results

of subsequent price competition more favorably to itself. \.Mhich flrm can do this

best or most easily depends on which one has the managerial or organizational

resources to make the investments or to launch the advertising campaigns.

Players may also be unsure of their rivals' abilities. This often makes the

pregame one of unequal information, requiring more subtle strategies and oc-

casionally resulting in some big surprises. We will comment on all these matters

in the appropriate places in the chapters that follow.

F. Are Agreements to Cooperate Enfotceable?

We saw that most strategic interactions consist of a mixture of conflict and com-

mon interest. Then there is a case to be made that all participants should get to-

gether and reach an agleement about what everyone should do, balancing their

2For more on the methods used in Rockefeller's rise to power, see Ron Chernow, Titan (New

York: Random House, 1998).
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mutual interest in maximizing the total benefit and their conflicting interests in
the division of gains. Such negotiations can take several rounds, in which agree-
ments are made on a tentative basis, better alternatives are explored, and the
deal is finalized only when no group of players can find an).thing better. The
concept of the core in chapter lB embodies such a process and its outcome.
However, el-en after the completion of such a process, additional difflculties
often arise in putting the flnal agreement into practice. For instance, all the
players must perform, in the end, the actions that were stipulated for them in
the agreement. vvhen all others do what they are supposed to do, any one par-
ticipant can typically get a better outcome for himself by doing something dif-
ferent. And, if each one suspects that the others may cheat in this way, he would
be foolish to adhere to his stipulated cooperative action.

Agreements to cooperate can succeed if all players act immediately and in
the presence of the whole group, but agreements with such immediate imple-
mentation are quite rare. More often the participants disperse after the agree-
ment has been reached and then take their actions in private. Still, if these
actions are observable to the others and a third party-for example, a court of
law-can enforce compliance, then the agreement ofjoint action can prevail.

However, in many other instances individual actions are neither directly
observable nor enforceable by external forces. Without enforceability, agree-
ments will stand only if it is in all participants' individual interests to abide by
them. Games among sovereign countries are of this kind, as are many games
with private information or games where the actions are either outside the law
or too trivial or too costly to enforce in a court of law. In fact, games where
agreements for joint action are not enforceable constitute a vast majority of
strategic interactions.

Game theory uses a special terminology to capture the distinction between
situations in which agreements are enforceable and those in which they are not.
Games in which joint-action agreements are enforceable are called cooperative,
and those in which such enforcement is not possible, and individual participants
must be allowed to act in their ornm interests, are called noncooperative. This has
become standard terminology, but it is somewhat unfortunate because it gives
the impression that the former will produce cooperative outcomes and the latter
will not. In fact, individual action can be compatible with the achievement of a lot
of mutual gain, especially in repeated interactions. The important distinction is
that in so-called noncooperative games, cooperation will emerge only if it is in the
participants' separate and individual interests to continue to take the prescribed
actions. This emergence of cooperative outcomes from noncooperative behavior
is one of the most interesting flndings of game theory, and we will develop the
idea in Chapters Il,12, and 13.

we will adhere to the standard usage, but emphasize thatthe terms cooper-
atiue and noncooperatiue refer to the way in which actions are implemented or

http://freepdf-books.com



SOME TERMINOLOGY AND BACKGROUND ASSUMPTIONS

enforced-collectively in the former mode and individually in the laner-and

not to the nature of the outcomes.
As we said earlier, most games in practice do not have adequate mecha-

nisms for external enforcement of joint-action agreements. Therefore most of

our anall'tical development will proceed in the noncooperative mode. The felr

exceptions include the discussion of bargaining in Chapter 17 and a brief treat-

ment of markets and competition in Chapter 18.

\Alhen one thinks about a strategic game, the logical place to begin is by speciff-

ing its structure. This includes all the strategies available to all the players, their

information, and their objectives. The first two aspects will differ from one

game to another along the dimensions discussed in the preceding section, and

one must locate one's particular game within that framework. The objectives

raise some new and interesting considerations. Here, we consider aspects of all

these matters.

A. Strategies

Strategies are simply the choices available to the players, but even this basic no-

tion requires some further study and elaboration. If a game has purely simulta-

neous moves made only once, then each player's strategy is just the action

taken on that single occasion. But, if a game has sequential moves, then the ac-

tions of a player who moves later in the game can respond to what other players

(or he himself) have done at earlier points. Therefore each such player must

make a complete plan of action, for example: "If the other does A, then I will do

X but, if the other does B, then I will do Y." This complete plan of action consti-

tutes the strategy in such a game.

There is a very simple test to determine whether your strategy is complete.

It should speciff how you would play the game in such full detail-describing

your action in every contingency-that, if you were to write it all dornm, hand it

to Someone else, and go on vacation, this other person acting as your represen-

tative could play the game just as you would have played it. He would know

what to do on each occasion that could conceivably arise in the course of play,

without ever needing to disturb your vacation for instructions on how to deal

with some situation that you had not foreseen.

This test will become clearer in Chapter 3, when we develop and apply it in

some specific contexts. For now, you should simply remember that a strategy is

a complete plan of action.

27

http://freepdf-books.com



28 ICH.2] HOW TO THINK ABOUT STRATEGIC GAMES

This notion is similar to the common usage of the word strategy to denote a
longer-term or larger-scale plan ofaction, as distinct from tactics that pertain to
a shorter term or a smaller scale. For example, the military makes strategic plans

for a war or a large-scale battle, while tactics for a smaller skirmish or a particu-

lar theater of battle are often left to be devised by lower-level officers to suit the
local conditions. But game theory does not use the term tactics at all. The term
strategy covers all the situations, meaning a complete plan of action when nec-
essary and meaning a single move if that is all that is needed in the particular
game being studied.

The word strategy is also commonly used to describe a person's decisions
over a fairly long time span and a sequence of choices, even though there is no
game in our sense of purposive and aware interaction with other people. Thus
you have probably already chosen a career strategy. \.Ahen you start earning an
income, you will make saving and investment strategies and eventually plan a re-
tirement strategy. This usage of the term strategy has the same sense as ours-a
plan for a succession of actions in response to evolving circumstances. The only
difference is that we are reseruing it for a situation-namely, a game-where the
circumstances evolve because of actions taken by other purposive players.

B. Payoffs

\Ahen asked what a player's objective in a game is, most newcomers to strategic
thinking respond that it is "to win"; but matters are not always so simple. Some-
times the margin of victory matters; for example, in R&D competition, if your
product is only slightly better than the nearest rival's, your patent may be more
open to challenge. Sometimes there may be smaller prizes for several partici-
pants, so winning isn't everything. Most importantly, very few games of strategy
are purely zero-sum or win-lose; they combine some common interest and some
conflict among the players. Thinking about such mixed-motive games requires
more refined calculations than the simple dichotomy of winning and losing-for
example, comparisons of the gains from cooperating versus cheating.

We will give each player a complete numerical scale with which to compare all
logically conceivable outcomes of the game, corresponding to each available com-
bination of choices of strategies by all the players. The number associated with
each possible outcome will be called that player's payoff for that outcome. Higher
payoffnumbers attach to outcomes that are better in this player's rating system.

Sometimes the payoffs will be simple numerical ratings of the outcomes,
the worst labeled I, the next worst 2, and so on, all the way to the best. In other
games, there may be more natural numerical scales-for example, money in-
come or proflt for firms, viewer-share ratings for television networks, and so on.
In many situations, the payoff numbers are only educated guesses; then we
should do some sensitivity tests by checking that the results of our analysis do
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not change significantly if we vary these guesses within some reasonable margin
of error.

Two important points about the payoffs need to be understood clearlv.
First, the payoffs for one player capture everything in the outcomes of the game
that he cares about. In particular, the player need not be selfish, but his concem
about others should be already included in his numerical payoff scale. second,
we will suppose that, if the player faces a random prospect of outcomes, then
the number associated with this prospect is the average of the payoffs associ-
ated with each component outcome, each weighted by its probability. Thus, if
in one player's ranking, outcome A has payoff 0 and outcome B has payoff 100,
then the prospect of a 75To probability of A and a 25To probability of B should
have the payoff 0.75 x 0 + 0.25 x 100 : 25. This is often called the expected
payoff from the random prospect. The word expectedhas a special connotation
in the jargon of probability theory. It does not mean what you think you will get
or expect to geU it is the mathematical or probabilistic or statistical expectation,
meaning an average of all possible outcomes, where each is given a weight pro-
portional to its probability.

The second point creates a potential difficulty. Consider a game where play-
ers get or lose money and payoffs are measured simply in money amounts. In
reference to the preceding example, if a player has a 75To chance of getting
nothing and a 25To chance of getting $100, then the expected payoff as calcu-
lated in that example is $25. That is also the payoff that the player would get
from a simple nonrandom outcome of $25. In other words, in this way of calcu-
lating payoffs, a person should be indifferent to whether he receives $25 for sure
or faces a risky prospect of which the average is $25. one would think that most
people would be averse to risk, preferring a sure $25 to a gamble that yields only
$25 on the average.

A very simple modification of our payoff calculation gets around this diffi-
culty. We measure payoffs not in money sums but by using a nonlinear rescal-
ing of the dollar amounts. This is called the expected utility approach, and we
will present it in detail in the Appendix to Chapter 7. For now, please take our
word that incorporating differing attitudes toward risk into our framework is a
manageable task. Almost all of game theory is based on the expected utility ap-
proach, and it is indeed very useful, although not without flaws. We will adopt it
in this book, but we also indicate some of the difficulties that it leaves unre-
solved, with the use of a simple example in Chapter B, Section 3.

C. Rationality

Each player's aim in the game will be to achieve as high a payoff for himself as
possible. But how good is each player at pursuing this aim? This question is not
about whether and how other players pursuing their o'orn interests will impede
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him; that is in the ven' nature of a game of strategic interaction. we mean how
good is each plar-er at calculating the strategy that is in his onm best interests
and at following this strategy in the actual course of play.

Much of game theory assumes that players are perfect calculators and flaw-
less followers of their best strategies. This is the assumption of rational behav-
ior. Obsen'e the precise sense in which the term rationalis being used. It means
that each has a consistent set of rankings (values or payoffs) over all the logically
possible outcomes and calculates the strategy that best serves these interests.
Thus rationality has two essential ingredients: complete knowledge of one's
own interests, and flawless calculation of what actions will best serve those
interests.

It is equally important to understand what is notincluded in this concept of
rational behavior. It does not mean that players are selflsh; a player may rate
highly the well-being of some other and incorporate this high rating into his
payoffs. It does not mean that players are short-run thinkers; in fact, calculation
of future consequences is an important part of strategic thinking, and actions
that seem irrational from the immediate perspective may have valuable long-
term strategic roles. Most importantly, being rational does not mean having the
same value system as other players, or sensible people, or ethical or moral peo-
ple would use; it means merely pursuing one's own value system consistently.
Therefore, when one player carries out an analysis of how other players will re-
spond (in a game with sequential moves) or of the successive rounds of thinking
about thinking (in a game with simultaneous moves), he must recognize that
the other players calculate the consequences of their choices by using their or,rm
value or rating system. You must not impute your own value systems or stan-
dards of rationality to others and assume that they would act as you would in
that situation. Thus many "experts" commenting on the persian Gulf conflict in
late 1990 predicted that saddam Hussein would back dor.,r,n "because he is ratio-
nal"; they failed to recognize that Saddam's value system was different from the
one held by most Western governments and by the Western experts.

In general, each player does not really know the other players' value systems;
this is part of the reason why in reality many games have incomplete and asyrn-
metric information. In such games, tr]lng to flnd out the values of others and try-
ing to conceal or convey one's oltm become important components of strategy.

Game theory assumes that all players are rational. How good is this assump-
tion, and therefore how good is the theory that employs it? At one level, it is ob-
vious that the assumption cannot be literally true. People often don't even have
full advance knowledge of their own value systems; they don't think ahead
about how they would rank hlpothetical alternatives and then remember these
rankings until they are actually confronted with a concrete choice. Therefore
they find it very difficult to perform the logical feat of tracing all possible conse-
quences of their and other players' conceivable strategic choices and ranking
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the outcomes in advance in order to choose which strategy to follorv. Even if

they knew their preferences, the calculation would remain far from easv. Most

games in real life are very complex, and most real players are limited in their

thinking and computational abilities. In games such as chess, it is knorvn that

the calculation for the best strategy can be performed in a finite number of

steps, but no one has succeeded in performing it, and good play remains largel-v

an art.
The assumption of rationality may be closer to reality when the players are

regulars who play the game quite often. Then they benefit from having experi-

enced the different possible outcomes. They understand how the strategic

choices of various players lead to the outcomes and how well or badly they

themselves fare. Then we as analysts of the game can hope that their choices,

even if not made with fulI and conscious computations, closely approximate the

results of such computations. We can think of the players as implicitly choosing

the optimal strategy or behaving as if theywere perfect calculators. We will offer

some experimental evidence in Chapter 5 that the experience of playing the

game generates more rational behavior.

The advantage of making a complete calculation of your best strategy, tak-

ing into account the corresponding calculations of a similar strategically calcu-

lating rival, is that then you are not making mistakes that the rival can exploit. In

many actual situations, you may have specific knowledge of the way in which

the other players fall short of this standard of rationality, and you can exploit

this in devising your own strategy. We will say something about such calcula-

tions, but very often this is a part of the "art" of game playing, not easily codifi-

able in rules to be followed. You must always beware of the danger that the

others are merely pretending to have poor skills or strategy, losing small sums

through bad play and hoping that you will then raise the stakes, when they can

raise the level of their play and exploit your gullibility. \tVhen this risk is real, the

safer advice to a player may be to assume that the rivals are perfect and rational

calculators and to choose his own best response to them. In other words, one

should play to the opponents' capabilities instead of their limitations.

D. (ommon Knowledge of Rules

We suppose that, at some level, the players have a common understanding of

the rules of the game. In a Peanuts cartoon, Lucy thought that body checking

was allowed in golf and decked Charlie Brown just as he was about to take his

swing. We do not allow this.
The qualification "at some level" is important. We saw how the rules of the

immediate game could be manipulated. But this merely admits that there is an-

other game being played at a deeper level-namely, where the players choose

the rules of the superficial game. Then the question is whether the rules of this
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deeper game are f,xed. For example, in the legislative context, what are the rules
of the agenda-setting game? They may be that the committee chairs have the
power. Then hon' are the committees and their chairs elected? And so on. At
some basic level, the rules are fixed by the constitution, by the technology of
campaigning, or by general social norms of behavior. we ask that all players rec-
ognize the given rules of this basic game, and that is the focus of the analysis. of
course, that is an ideal; in practice, we may not be able to proceed to a deep
enough level of analysis,

Strictly speaking, the rules of the game consist of (l) the list of players, (2)
the strategies available to each player, (3) the payoffs of each player for all possi-
ble combinations of strategies pursued by all the players, and (4) the assump-
tion that each player is a rational maximizer.

Game theory cannot properly analyze a situation where one player does
not know whether another player is participating in the game, what the entire
sets of actions available to the other players are from which they can choose,

what their value systems are, or whether they are conscious maximizers of

their own payoffs. But, in actual strategic interactions, some of the biggest

gains are to be made by taking advantage of the element of surprise and doing

something that your rivals never thought you capable of. Several vivid exam-

ples can be found in historic military conflicts. For example, in 1967 Israel

launched a preemptive attack that destroyed the Egyptian air force on the

ground; in 1973 it was Egypt's turn to create a surprise by launching a tank at-

tack across the Suez Canal.
It would seem, then, that the strict definition of game theory leaves out a

very important aspect of strategic behavior, but in fact matters are not that bad.

The theory can be reformulated so that each player attaches some small proba-

bility to the situation where such dramatically different strategies are available

to the other players. Of course, each player knows his o'nm set of available

strategies. Therefore the game becomes one of asymmetric information and can

be handled by using the methods developed in Chapter 9.

The concept of common knowledge itself requires some explanation. For

some fact or situation X to be common knowledge between two people, A and

B, it is not enough for each of them separately to know X. Each should also know

that the other knows X; otherwise, for example, A might think that B does not

know X and might act under this misapprehension in the midst of a game. But

then A should also know that B knows that A knows X, and the other way

around, otherwise A might mistakenly try to exploit B's supposed ignorance of

A's knowledge. Of course, it doesn't even stop there. A should know that B

knows that A knows that B knows, and so on ad inflnitum. Philosophers have a

Iot of fun exploring the fine points of this infinite regress and the intellectual

paradoxes that it can generate. For us, the general notion that the players have a

common understanding of the rules of their game will suffice'
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E. Equilibrium

Finally, what happens when rational players' strategies interact? Our ansn'er
will generally be in the framework of equilibrium. This simply means that each
player is using the strategy that is the best response to the strategies of the other
players. We will develop game-theoretic concepts of equilibrium in Chapters 3
through B and then use them in subsequent chapters.

Equilibrium does not mean that things don't change; in sequential-move
games the players' strategies are the complete plans of action and reaction, and
the position evolves all the time as the successive moves are made and re-
sponded to. Nor does equilibrium mean that everything is for the besq the in-
teraction of rational strategic choices by all players can lead to bad outcomes for
all, as in the prisoners' dilemma. But we will generally find that the idea of equi-
librium is a useful descriptive tool and organizing concept for our analysis. We
will consider this idea in greater detail later, in connection with specific equilib-
rium concepts. We will also see how the concept of equilibrium can be aug-
mented or modified to remove some of its flaws and to incorporate behavior
that falls short of full calculating rationality.

Just as the rational behavior of individual players can be the result of experi-
ence in playing the game, the fitting of their choices into an overall equilibrium
can come about after some plays that involve trial and error and nonequilib-
rium outcomes. We will look at this matter in Chapter 5.

Defining an equilibrium is not hard; actually finding an equilibrium in a
particular game-that is, solving the game-can be a lot harder. Throughout
this bookwe will solve many simple games in which there are two or three play-
ers, each of them having two or three strategies or one move each in turn. Many
people believe this to be the limit of the reach of game theory and therefore be-
lieve that the theory is useless for the more complex games that take place in re-
ality. That is not true.

Humans are severely limited in their speed of calculation and in their pa-
tience for performing long calculations. Therefore humans can easily solve only
the simple games with two or three players and strategies. But computers are
very good at speedy and lengthy calculations. Many games that are far beyond
the power of human calculators are easy games for computers. The level of
complexity that exists in many games in business and politics is already within
the powers of computers. Even in games such as chess that are far too complex
to solve completely, computers have reached a level of ability comparable to
that of the best humans;we consider chess in more detail in Chapter 3.

Computer programs for solving quite complex games exist, and more are
appearing rapidly. Mathematica and similar program packages contain routines
for flnding mixed-strategy equilibria in simultaneous-move games. Gambit, a
National Science Foundation project led by Professors Richard D. McKelvey of
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the California Institute of Technology and Andrew Mclennan of the University
of Minnesota, is producing a comprehensive set of routines for finding equilib-
ria in sequential- and simultaneous-move games, in pure and mixed strategies,
and with vaning degrees of uncertainty and incomplete information. We will
refer to this project again in several places in the next several chapters. The
biggest advantage of the project is that its programs are in the public domain
and can easilv be obtained from its Web site with the IJRL http://hss.Caltech.
edul - gantb i t / Gamb it. html.

\\trv then do we set up and solve several simple games in detail in this book?
The reason is that understanding the concepts is an important prerequisite for
making good use of the mechanical solutions that computers can deliver, and
understanding comes from doing simple cases yourself. This is exactly how you
learned and now use arithmetic. You came to understand the ideas of addition,
subtraction, multiplication, and division by doing many simple problems men-
tally or using paper and pencil. With this grasp of basic concepts, you can now
use calculators and computers to do far more complicated sums than you
would ever have the time or patience to do manually. If you did not understand
the concepts, you would make errors in using calculators; for example you
might solve 3 + 4 x 5 by grouping additions and multiplications incorrectly as
(3 + +1 X 5 : 35 insteadofcorrectlyas3 + (4 x 5) - 23.

Thus the flrst step of understanding the concepts and tools is essential. With-
out it, you would never learn to set up correctly the games that you ask the com-
puter to solve. You would not be able to inspect the solution with any feeling for
whether it was reasonable and, if it was not, would not be able to go back to your
original specification, improve it, and solve it again until the speciflcation and
the calculation correctly capture the strategic situation that you want to study.
Therefore please pay serious attention to the simple examples that we solve and
the drill exercises that we ask you to solve, especially in Chapters 3 through B.

F. Dynamics and Evolutionary Games

The theory of games based on assumptions of rationality and equilibrium has
proved very useful, but it would be a mistake to rely on it totally. \Alhen games
are played by novices who do not have the necessary experience to perform the
calculations to choose their best strategies, explicitly or implicitly, their choices,
and therefore the outcome of the game, can differ significantly from the predic-
tions of analysis based on the concept of equilibrium.

However, we should not abandon all notions of good choice; we should rec-
ognize the fact that even poor calculators are motivated to do better for their
own sakes and will learn from experience and by observing others. We should
allow for a dynamic process in which strategies that proved to be better in previ-
ous plays of the game are more likely to be chosen in later plays.
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The evolutionary approach to games does just this. It is derived from the

idea of evolution in biology. Any individual animal's genes strongly influence its

behavior. Some behaviors succeed better in the prevailing environment, in the

sense that the animals exhibiting those behaviors are more likely to reproduce

successfully and pass their genes to their progeny. An evolutionary stable state,

relative to a given environment, is the ultimate outcome of this process over

several generations.
The analogy in games would be to suppose that strategies are not chosen by

conscious rational maximizers, but instead that each player comes to the game

with a particular strategy "hardwired" or "programmed" in. The players then

confront other players who may be programmed to play the same or different

strategies. The payoffs to all the players in such games are then obtained. The

strategies that fare better-in the sense that the players programmed to play

them get higher payoffs in the games-multiply faster, while the strategies that

fare worse decline. In biology, the mechanism of this growth or decay is purely

genetic transmission through reproduction. In the context of strategic games

in business and society, the mechanism is much more likely to be social or

cultural-observation and imitation, teaching and learning, greater availability

of capital for the more successful ventures, and so on.

The object of study is the dynamics of this plocess. Does it convelge to an

evolutionary stable state? Does just one strategy prevail over all others in the

end or can a few strategies coexist? Interestingly, in many games the evolution-

ary stable limit is the same as the equilibrium that would result if the players

were consciously rational calculators. Therefore the evolutionary approach

gives us a backdoor justification for equilibrium analysis.

The concept of evolutionary games has thus imported biological ideas into

game theory; there has been an influence in the opposite direction, too. Biolo-

gists have recognized that significant parts of animal behavior consist of strategic

interactions with other animals. Members of a given species compete with one

another for space or mates; members of different species relate to one another as

predators and prey along a food chain. The payoff in such games in turn con-

tributes to reproductive success and therefore to biological evolution. Just as

game theory has benefited by importing ideas from biological evolution for its

analysis of choice and dyramics, biology has benefited by importing game-

theoretic ideas of strategies and payoffs for its characterization of basic interac-

tions between animals. We have truly an instance of sgrergy or syrnbiosis. We

provide an introduction to the study of evolutionary games in Chapter 13.

G. 0bservation and Experiment

All of Section 3 to this point has concerned how to think about games or how to

analyze strategic interactions. This constitutes theory. This book will give an
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e\rremely simple leYel of theory, developed through cases and illustrations

instead of formal mathematics or theorems, but it will be theory just the same'

All theory should relate to reality in two ways. Reality should help structure the

theory, and realin- should provide a check on the results of the theory.

we can find out the reality of strategic interactions in two ways: (1) by ob-

serving them as they occur naturally and (2) by conducting special experiments

that help us pin down the effects of particular conditions. Both methods have

been used, and we will mention several examples of each in the proper contexts'

Nlanr- people have studied strategic interactions-the participants' behav-

ior and the outcomes-under experimental conditions, in classrooms among
,,captive" players, or in special laboratories with volunteers' Auctions, bargain-

ing, prisoners, dilemmas, and several other games have been studied in this

$-at-. The results are a mixture. Some conclusions of the theoretical analysis are

borne out; for example, in games of buying and selling' the participants gener-

allv settle quickly on the economic equilibrium. In other contexts, the outcomes

differ significantly from the theoretical predictions; for example, prisoners'

dilemmas and bargaining games show more cooperation than theory based on

the assumption of selfish maximizing behavior would lead us to expect, while

auctions show some gross overbidding.

At several points in the chapters that follow, we will review the knowledge

that has been gained by observation and experiments, discuss how it relates to

the theory, and consider what reinterpretations, extensions, and modiflcations

of the theory have been made or should be made in the light of this knowledge'

\ve began chapter I by saying that games of strategy are everywhere-in your per-

sonal and working life; in the functioning of the economy, society, and polity

around vou; in sports and other serious pursuits; in war; and in peace' This should

be motir,ation enough to study such games systematically, and that is what game

theon. is about, but your study can be better directed if you have a clearer idea of

just horv You can put game theory to use. we suggest a threefold method.

The first use is in explanation Many events and outcomes prompt us to ask:

\Ahy did that happen?'rAlhen the situation requires the interaction of decision

makers with different aims, game theory often supplies the key to understand-

ing the situation. For example, cutthroat competition in business is the result of

the rivals being trapped in a prisoners' dilemma. At several points in the book

we will mention actual cases where game theory helps us to understand how

and why the events unfolded as they di<l. This includes the detailed case study

of the Cuban missile crisis from the perspective of game theory'
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The other two uses evolve naturally from the first. The second t> -:-, ureclic-

tion.\Nhen looking ahead to situations where multiple decision makers '.till in-

teract strategically, we can use game theory to foresee what actions ther rrill

take and what outcomes will result. Of course, prediction for a particular con-

text depends on its details, but we will prepare you to use prediction by anai'z-

ing several broad classes of games that arise in many applications.

The third use is in aduice or prescription: we can act in the service of one par-

ticipant in the future interaction and tell him which strategies are likely to yield

good results and which ones are likely to lead to disaster. Once again such work is

context speciflc, and we equip you with several general principles and techniques

and show you how to apply them to some general tlpes of contexts. For example,

in Chapters 7 and B we will show hor,r, to mlx moves, in Chapter 10 we will exam-

ine how to make your commitments, threats, and promises credible, and in

Chapter 11 we will examine alternative ways of overcoming prisoners' dilemmas.

The theory is far from perfect in performing any of the three functions. To

explain an outcome, one must flrst have a correct understanding of the motives

and behavior of the participants. As we saw earlier, most of game theory takes a

speciflc approach to these matters-namely, the framework of rational choice

of individual players and the equilibrium of their interaction. Actual players and

interactions in a game might not conform to this framework. But the proof of

the pudding is in the eating. Game-theoretic analysis has greatly improved our

understanding of many phenomena, as reading this book should convince you.

The theory continues to evolve and improve as the result of ongoing research.

This book will equip you with the basics so that you can more easily learn and

proflt from the new advances as they appear.

\,4/hen explaining a past event, we can often use historical records to get a

good idea of the motives and the behavior of the players in the game. V\4ren at-

tempting prediction or advice, there is the additional problem of determining

what motives will drive the players' actions, what informational or other limita-

tions they will face, and sometimes even who the players will be. Most impor-

tantly, if game-theoretic analysis assumes that the other player is a rational

maximizer of his own objectives when in fact he is unable to do the calculations

or is a clueless person acting at random, the advice based on that analysis may

prove wrong. This risk is reduced as more and more players recognize the im-

portance of strategic interaction and think through their strategic choices or get

expert advice on the mattel, but some risk remains. Even then, the systematic

thinking made possible by the framework of game theory helps keep the errors

down to this irreducible minimum, by eliminating the errors that arise from

faulty logical thinking about the strategic interaction. Also, game theory can

take into account many kinds of uncertainty and incomplete information, in-

cluding that about the strategic possibilities and rationality of the opponent. We

will consider a few examples in the chapters to come.
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In this chapter rve introduced several considerations that arise in almost every
game in realitr'. To understand or predict the outcome of any game, we must
know in greater detail all of these ideas. We also introduced some basic con-
cepts that rr-ill prove useful in such analysis. However, tryrng to cope with all of
the concepts at once merely leads to confusion and a failure to grasp any of
them. Ti-rerefore we will build up the theory one concept at a time. We will de-
r-elop the appropriate technique for analyzing that concept and illustrate it.

In the first group of chapters, from Chapters 3 to B, we will construct and il-
lr-rstrate the most important of these concepts and techniques. We will examine
purely sequential-move games in Chapter 3 and introduce the techniques-
game trees and rollback reasoning-that are used to analyze and solve such
games. In Chapters 4 and 5, we will turn to games with simultaneous moves and
develop for them another set of concepts-payoff tables, dominance, and Nash
equilibrium. Both chapters will focus on games where players use pure strate-
gies; in Chapter 4, we will restrict players to a finite set of pure strategies and, in
Chapter 5, we will allow strategies that are continuous variables. Chapter 5 will
also examine some deeper conceptual matters and a prominent alternative to
Nash equilibrium-namely, rationalizability. In Chapter 6, we will show how
games that have some sequential moves and some simultaneous moves can be
studied by combining the techniques developed in Chapters 3 through 5. In
Chapter 7, we will turn to simultaneous-move zero-sum games that require the
use of randomization or mixed strategies. Chapter B will then examine the role
of mixed strategies in nonzero-sum games and will develop a little general the-
ory of mixed strategies.

The ideas and techniques developed in Chapters 3 through B are the most
basic ones: (1) correct forward-looking reasoning for sequential-move games
and (2) equilibrium strategies-pure and mixed-for simultaneous-move
games. Equipped with these concepts and tools, we can apply them to study
some broad classes of games and strategies in Chapters 9 through 13.

Chapter 9 studies what happens in games when players are subject to un-
certainty or when they have asymmetric information. We will examine strate-
gies for coping with risk and even for using risk strategically. We will also
study the important strategies of signaling and screening that are used for
manipulating and eliciting information. In Chapter 10, we will continue to
examine the role of player manipulation in games as we consider strategies
that players use to manipulate the rules of a game, by seizing a first-mover
advantage and making a strategic move. Such moves are of three kinds-
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commitments, threats, and promises. In each case, credibility is esser-rtial to

the success of the move, and we will outline some ways of making sttch

moves credible.
In Chapter 11, we will move on to study the most well known game oi tl-rem

all-the plisoners' dilemma. We will study whether and how cooperation cart

be sustained, most importantly in a repeated or ongoing relationship. Then, in

Chapter 12,we will turn to situations where large populations, rather than pairs

or small groups of players, interact strategically, games that concern problems

of collective action. Each person's actions have an effect-in some instances

beneficial, in others, harmful-on the others. The outcomes are generally not

the best from the aggregate perspective of the society as a whole. We will clarify

the nature of these outcomes and describe some simple policies that can lead to

better outcomes.
All these theories and applications are based on the supposition that the

players in a game fully understand the nature of the game and deploy calcu-

lated strategies that best serve their objectives in the game. Such rationally

optimal behavior is sometimes too demanding of information and calculat-

ing power to be believable as a good description of how people really act.

Therefore Chapter 13 will look at games from a very different perspective.

Here, the players are not calculating and do not pursue optimal strategies.

Instead, each player is tied, as if genetically preordained, to a particular strat-

egy. The population is diverse, and different players have different predeter-

mined strategies. When players from such a population meet and act out

their strategies, which strategies perform better? And, if the more successful

strategies proliferate better in the population, whether through inheritance

or imitation, then what will the eventual structure of the population look like?

It turns out that such evolutionary dynamics often favor exactly those strate-

gies that would be used by rational optimizing players. Thus our study of evo-

lutionary games lends useful indirect support to the theories of optimal

strategic choice and equilibrium that we will have studied in the previous

chapters.
In the final group, Chapters 14 through 18, we will take up specific appli-

cations to situations of strategic interactions. Here, we will use as needed the

ideas and methods from all the earlier chapters. We will start with a particu-

larly interesting dynamic version of a threat, known as the strategy of

brinkmanship. We will elucidate its nature in Chapter l4 and apply the idea to

study the Cuban missile crisis of 1962. Chapter 15 is about voting in commit-

tees and elections. We will look at the variety of voting rules available and

some paradoxical results that can arise. In addition, we will address the poten-

tial for strategic behavior not only by voters but also by candidates in a variety

of election types.
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Chapters 16 through 18 will look at mechanisms for the allocation of valu-
able economic resources: Chapter 16 will treat auctions, Chapter 17 will con*
sider bargaining processes, and Chapter 18 will look at markets. In our
discussion of auctions, we will emphasize the roles of information and attitudes
toward risk in the formulation of optimal strategies for both bidders and sellers.
We will also take the opportunity to apply the theory to the newest t5,pe of
auctions, those that take place online. Chapter 17 will present bargaining in
both cooperative and noncooperative settings. Finally, Chapter 1B will consider
games of market exchange, building on some of the concepts used in bargaining
theon- and including some theory of the core.

All of these chapters together provide a lot of material; how might readers or
teachers with more specialized interests choose from it? Chapters 3, 4,6, andT
constitute the core theoretical ideas that are needed throughout the rest of the
book. Chapters 10 and 11 are likewise important for the general classes of games
and strategies considered therein. Beyond that, there is a lot from which to pick
and choose. Chapters 5 and B consider some more advanced topics and go
somewhat deeper into theory and mathematics. These chapters will appeal to
those with more scientiflc and quantitative backgrounds and interests, but those
who come from the social sciences or humanities and have less quantitative
background can omit them without loss of continuity. Chapter 9 deals with an
important topic in that most games in practice have incomplete and as).rynmetric
information, and the players' attempts to manipulate information is a critical as-
pect of many strategic interactions. However, the concepts and techniques for
analyzing information games are inherently somewhat more complex. Therefore
some readers and teachers may choose to study just the examples that convey
the basic ideas of signaling and screening and leave out the rest. We have placed
this chapter ear$ in Part Three, however, in view of the importance of the sub-
ject. Chapters 12 and 13 both look at games with large numbers of players. In
Chapter 12, the focus is on social interactions; in Chapter 13, the focus is on evo-
lutionary biology. The topics in Chapter 13 will be of greatest interest to those
with interests in biology, but similar themes are emerging in the social sciences,
and students from that background should aim to get the gist of the ideas even if
they skip the details. Chapters 14 and 15 present topics from political science-
international diplomacy and elections, respectively-and Chapters 16 through
18 cover topics from economics-auctions, bargaining, and markets. Those
teaching courses with more specialized audiences may choose a subset and in-
deed expand on the ideas considered therein.

\I/hether you come from mathematics, biology, economics, politics, other
sciences, or from history or sociology, the theory and examples of strategic
games will stimulate and challenge your intellect. We urge you to enjoy the sub-
ject even as you are studying or teaching it.
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Strategic games situations are distinguished from individual decision-makir-rg
situations by the presence of significant interactions among the players. Games
can be classifled according to a variety of categories including the timlng oi
play, the common or conflicting interests of players, the number of times an in-
teraction occurs, the amount of information available to the players, the type of
rules, and the feasibility of coordinated action.

Learning the terminology for a game's structure is crucial for analysis. Players
have strategies that lead to different outcomes with different associated payoffs.
Payoffs incorporate everJrthing that is important to a player about a game and are
calculated by using probabilistic averages or expectations if outcomes are random
or include some risk. Rationality, or consistent behar.ior, is assumed of all players,
who must also be aware of all of the relevant rules of conduct. Equilibrium arrses
when all players use strategies that are best responses to others' strategies; some
classes of games allow learning from experience and the study of dynamic move-
ments toward equilibrium. The study of behavior in actual game situations pro-
vides additional information about the performance of the theory.

Game theory may be used for explanation, prediction, or prescription in
various circumstances. Although not perfect in any of these roles, the theory
continues to evolve; the importance of strategic interaction and strategic think-
ing has also become more widely understood and accepted.

lirJlailiiitrii

.,

asymmetric information (23)
cooperative game (26)
decision (lB)

equilibrium (33)

evolutionarygame (35)
expected payoff (29)
game (18)

imperfect information (23)
incomplete information (23)
noncooperative game (26)

payoff (28)

rational behavior (30)

screening (24)

screening device (24)

sequential moves (20)

signal (24)

signaling (24)

simultaneous moves (20)

strategic game (18)

strategies (27)

'The number in parentheses after each key term is the page on which that term is defined or
discussed.
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THINK ABOUT STRATEGIC GAMES

l. Determine n-i-tich of the following situations describe games and which de-
scribe decisions. In each case, indicate what specific features of the situation
caused lou ro classify it as you did.
(a) A group of grocery shoppers choosing what flavor of yogurt to purchase
(b) A pair of teenage girls choosing dresses for their prom
(c) -\ college student considering what type of postgraduate education to

pursue
(d) \Iicrosoft and Netscape choosing prices for their Internet browsers
(e) A state gubernatorial candidate picking a running mate

2, Consider the strategic games described below. In each case, state how you
rvould classifz the game according to the six dimensions outlined in the text:
whether moves are sequential or simultaneous, whether the game is zero-
sum, whether the game is repeated, whether there is imperfect or incomplete
(asymmetric) information, whether the rules are fixed, and whether coopera-
tive agreements are possible. If you do not have enough information to clas-
sify a game in a particular dimension, explain why not.
(a) Rock-Paper-scissors; on the count of three, each player makes the shape

of one of the three items with his hand. Rock beats scissors, scissors beats
paper, and paper beats rock.

(b) Roll-call uoting:Voters cast their votes orally as their names are called. In
a two-candidate election, the candidate with the most votes wins.

(c) Sealed-bid auction: Bidders seal their bids in envelopes for a bottle of
wine. The highest bidderwins the item and pays his bid.

3. "A game player would never prefer an outcome in which every player gets a
little profit to an outcome in which he gets all the available profit.,, Is this
statement true or false? Explain why in one or two sentences.

4. You and a rival are engaged in a game in which there are three possible out-
comes: you win, your rival wins (you lose), and the two of you tie. you get a
payoff of 50ifyouwin, apayoff of20ifyoutie,and apayoff of zeroifyoulose.
\\4rat is your expected payoff in each of the following situations:
(a) There is a 50% chance that the game ends in a tie, but only alTvo chance

that you win. (There is thus a 40To chance that you lose.)
(b) There is a 50-50 chance that you win or lose. There are no ties.
(c) There is an B0% chance that you lose and a r0To chance that you win or

that you tie.

5. Explain the difference between game theory's use as a predictive tool and its
use as a prescriptive tool. In what tlpes of real-world settings might these
two uses be most important?

http://freepdf-books.com



PART IWl|
I

Concepts and
Techniques

http://freepdf-books.com



r

Games with Sequential Moves

equential-move games entail strategic situations in which there is a strict
order of play. Players take turns making their moves, and they know what
players who have gone before them have done. To play well in such a
game, participants must use a particular type of interactive thinking.

Each player must consider: If I make this move, howwill my opponent respond?
\Arhenever actions are taken, players need to think about how their current ac-
tions will influence future actions, both for their rivals and for themselves. Play-
ers thus decide their current moves on the basis of calculations of future
consequences.

Most actual games combine aspects of both sequential- and simultaneous-
move situations. But the concepts and methods of analysis are more easily un-
derstood if they are first developed separately for the two pure cases. Therefore
in this chapter we study purely sequential games. Chapters 4 and 5 deal with
purely simultaneous games, and Chapter 6 and parts of Chapters 7 and 8 show
how to combine the two types of analysis in more realistic mixed situations. The
analysis presented here can be used whenever a game includes sequential deci-
sion making. Analysis of sequential games also provides information about
when it is to a player's advantage to move flrst and when it is better to move sec-
ond. Players can then devise ways, called strategic moL,es, to manipulate the
order of play to their advantage. The analysis of such moves is the focus of
Chapter 10.

45
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,,ffi
we begin br developing a graphical technique for displaying and analyzing

sequential-nto\-e games, called a game tree. This tree is referred to as the exten-

sive form of a game. It shows all the component parts of the game that we intro-

duced in Chapter 2: players, actions, and payoffs'

You hat,e probably come across decision trees in other contexts. Such trees

shorv all tlte successive decision points, or nodes, for a single decision maker in

a neutrai environment. Decision trees also include branches corresponding to

the ar ailable choices emerging from each node. Game tlees are just joint deci-

sion trees for all of the players in a game. The trees illustrate all of the possible

acrions that can be taken by all of the players and indicate all of the possible

outcomes from the game.

A. Nodes, Branches,and Pathsof PlaY

Figure 3.1 shows the tree for a particular sequential game. we do not supply a

story for this game, because we want to omit circumstantial details and to help

you focus on general concepts. Our game has four players: Ann, Bob, Chris, and

Deb. The rules of the game give the flrst move to Ann; this is shoum at the left-

most point, or node, which is called the initial node or root of the game tree' At

this node, which may also be called an action or decision node, Ann has two

choices available to her. Ann's possible choices are labeled "Stop" and "Go" (re-

member that these labels are abstract and have no necessary significance) and

are shown as branches emerging from the initial node'

If Ann chooses "Stop," then it will be Bob's turn to move. At his action node,

he has three available choices labeled I,2, and 3. If Ann chooses "Go," then

chris gets the next move, with choices "Risky" and "Safe." other nodes and

branches follow successively and, rather than list them all in words, we draw

t'our attention to a few prominent features.

If Ann chooses "stop" and then Bob chooses 1, Ann gets another turn, with

netr, choices, "IJp" and "Dor,tm." It is quite common in actual sequential-mOve

games for a player to get to move several times and to have her available moves dif-

fer at different tllns. In chess, for example, two players make alternate moves; each

move changes the board and therefore the available moves at subsequent turns'

B. Uncertainty and "Nature's Moves"

If Ann chooses "Go" and then chris chooses "Risky," something happens at

random-a fair coin is tossed and the outcome of the game is determined by

whether that coin comes up "heads" or "tails." This aspect of the game is han-
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(2,1, t '  1

(1,  -2,3,  *)

( ' t .3,2,  13, :1\

(2,8,  -"1,2)

FIGURE 3.1 An lllustrative Game Tree

dled in the tree by introducing an outside player called "Nature." Control over
the random event is ceded to the player knoum as Nature who chooses, as it

were, one of two branches each with 50% probability. The probabilities here are

fixed by the type of random event, a coin toss, but could vary in other circum-

stances; for example, with the throw of a die, Nature could specify six possible

outcomes each with l6J% probability. Use of the player Nature allows us to in-

troduce uncertainty in a game and gives us a mechanism to allow things to hap-
pen that are outside the control of any of the actual players.

You can trace a number of different paths through the game tree by follow-

ing successive branches. In Figure 3.1, each path leads you to an end point of

the game after a finite number of moves. An end point is not a necessary feature

of all games; some may in principle go on forever. But most applications that we

will consider are finite games.

(3,  s,1,1)

r&.. . , . ,*gi .ss
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C. 0utcomes and Payoffs

At the last node along each path, called a terminal node, no player has another

move. (Note that terminal nodes are thus distinguished from action nodes.) In-

stead, we shorv the outcome of that particular sequence of actions, as measured

by the pavoffs of the players. For our four players, we list the payoffs in the order

(Ann, Bob, Chris, Deb) . It is important to speci|/ which payoff belongs to which

player. The usual convention is to list payoffs in the order in which the players

make the moves. But this method may sometimes be ambiguous; in our exam-

ple, it is not clear whether Bob or Chris should be said to have the second move.

Thus tr-e have used the alphabetical order. Further, we have color-coded every-

thrng so that Ann's name, choices and payoffs are all in black, Bob's in red,

Chris's in grey, and Deb's in pink. \Mhen drawing trees for any games that you

anal.vze, you can choose any specific convention you like, but you should state

and explain it clearly for the reader.

The payoffs are numerical, and generally for each player a higher number

means a better outcome. Thus, for Ann, the outcome of the bottommost path

(payoff 3) is better than that of the topmost path (payoff 2) in Figure 3.1. But

there is no necessary comparability across players. Thus there is no necessary

sense in which, at the end of the topmost path, Bob (payoff 7) does better than

Ann (payoff 2). sometimes, if payoffs are dollar amounts, for example, such in-

terpersonal comparisons may be meaningful.

Players use information about payoffs when deciding among the various ac-

tions available to them. The inclusion of a random event (a choice made by Na-

ture) means that players need to determine what they get on average when

Nature moves. For example, if Ann chooses "Go" at the game's first move, Chris

may then choose "Risky," giving rise to the coin toss and Nature's "choice" of

"Good" or "Bad." In this situation, Ann could anticipate a payoff of 6 half the

time and a payoff of 2 half the time, or a statistical average or expected payoffof

4:(0.5x6)+(0.5x2).

D. Strategies

Finally, we use the tree in Figure 3.1 to explain the concept of a strategy. A single

action taken by a player at a node is called a move. But players can, do, and

should make plans for the succession of moves that they expect to make in all of

the various eventualities that might arise in the course of a game. Such a plan of

action is called a strategy.
In this tree, Bob, chris, and Deb each get to move at most once; chris, for

example, gets a move only if Ann chooses "Go" on her first move. For them,

there is no distinction between a move and a strategy.We can qualify the move

by specifying the contingency in which it gets made; thus, a strategy for Bob
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might be, "Choose I if Ann has chosen Stop." But Ann has two opponunities to
move, so her strategy needs a fuller specification. One strategy for her is,
"Choose Stop, and then if Bob chooses l, choose Do\ m."

In more complex games such as chess, where there are long sequences of
moves with many choices available at each, descriptions of strategies get ven'
complicated; we consider this aspect in more detail later in this chapter. But the
general principle for constructing strategies is simple, except for one peculiar-
ity. If Ann chooses "Go" on her first move, she never gets to make a second
move. Should a strategy in which she chooses "Go" also specifii what she would
do in the hypothetical case in which she somehow found herself at the node of
her second move? Your first instinct may be to say no,but formal game theory
says yes, and for two reasons.

First, Ann's choice of "Go" at the first move may be influenced by her con-
sideration of what she would have to do at her second move if she were to
choose "Stop" originally instead. For example, if she chooses "Stop," Bob may
then choose l; thenAnn gets a second move and her best choice would be "Up,"
giving her a payoff of 2. If she chooses "Go" on her first move, Chris would
choose "Safe" (because his payoff of 3 from "Safe" is better than his expected
payoff of 1.5 from "Risky"), and that outcome would yield Ann a payoff of 3. To
make this thought process clearer, we state Ann's strategy as, {'Choose Go at the
first move, and choose Up if the next move arises."

The second reason for this seemingly pedantic specification of strategies
has to do with the stability of equilibrium. \Alhen considering stability, we ask
what would happen if players' choices were subjected to small disturbances.
One such disturbance is that players make small mistakes. If choices are made
by pressing a key, for example, Ann may intend to press the "Go" key, but there
is a small probability that her hand may tremble and she may press the "Stop"
key instead. In such a setting, it is important to specify how Ann will follow up
when she discovers her error because Bob chooses I and it is Ann's turn to
move again. More advanced levels of game theory require such stability analy-
ses, and we want to prepare you for that by insisting on your specifuing strate-
gies as such complete plans of action right from the beginning.

E. Tree Construction

Now we sum up the general concepts illustrated by the tree of Figure 3. 1. Game
trees consist ofnodes and branches. Nodes are connected to one another by the
branches and come in two R?es. The flrst node type is called a decision node.
Each decision node is associated with the player who chooses an action at that
node; every tree has one decision node that is the game's initial node, the start-
ing point of the game. The second type of node is called a terminal node. Each
terminal node has associated with it a set of outcomes for the players taking part
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in the game; these ourcomes are the payofl's received by each player if the game

has followed the branches that lead to this particular terminal node.

The brancl-res of a game tree represent the possible actions that can be

taken from anr decision node. Each branch leads from a decision node on the

tree either to another decision node, generally for a different player, or to a ter-

minal node. The tree must account for all of the possible choices that could be

made bv a plar-er at each node; so some game trees include branches associated

with the choice "do nothing." There must be at least one branch leading from

each decision node, but there is no maximum. Every decision node can have

onlt' one branch leading to it, however.

Game trees are often drawn from left to right across a page. However, game

trees can be drawn in any orientation that best suits the game at hand: bottom

lrp, sideways, top down, or even radially outward from a center. The tree is a

nretaphor, and the important feature is the idea of successive branching, as de-

cisions are made at the tree nodes.

We illustrate the use of trees in finding equilibrium outcomes of sequential-
move games in a very simple context that many of you have probably
confronted-whether to smoke. This situation and many other similar one-
player strategic situations can be described as games if we recognize that future
choices are actually made by a different player. That player is one's future self
u,ho will be subject to different influences and will have different views about
the ideal outcome of the game.

Take, for example, a teenager named Carmen who is deciding whether to
smoke. First, she has to decide whether to try smoking at all. If she does try it,
she has the further decision of whether to continue. We illustrate this examnle
as a simple decision in the tree of Figure 3.2.

The nodes and the branches are labeled with Carmen's available choices,
but r,r'e need to explain the payoffs. Choose the outcome of never smoking at all
as the standard of reference, and call its payoff 0. There is no special signifi-
cance to the number zero in this context; all that matters for comparing out-
comes, and thus for Carmen's decision, is whether this payoff is bigger or
smaller than the others. Suppose Carmen best likes the outcome in which she
tries smoking for a while but does not continue. The reason may be that she just
likes to have experienced many things first-hand or so that she can more con-
vincingly be able to say "I have been there and know it to be a bad situation"
when she tries in the future to dissuade her children from smoking. Give this
outcome the payoff L The outcome in which she tries smoking and then contin-
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-1

FIGURE 3.2 The Smoking Decision

ues is the worst. Leaving aside the long-term health hazards, there are immedi-

ate problems-hef hair and clothes will smell bad, and her friends will avoid

her. Give this outcome the payoff -1. Carmen's best choice then seems clear-

she should try smoking but she should not continue.

However, this analysis ignores the problem of addiction. Once Carmen has

tried smoking for a while, she becomes a different person with different tastes,

as well as different payoffs. The decision of whether to continue will be made,

not by "Today's Carmen" with today's assessment of outcomes as shown in Fig-

ulre 3.2, but by a different "Future Carmen" with a different ranking of the alter-

natives then available. VVhen she makes her choice today, she has to look ahead

to this consequence and factor it into her current decision, which she should

make on the basis of her current preferences. In other words, the choice prob-

lem concerning smoking is not really a decision in the sense explained in Chap-

ter 2-a choice made by a single person in a neutral environment-but a game

in the technical sense also explained in Chapter 2, where the other player is Car-

men's future self with her own distinct preferences' \Mhen Today's Carmen

makes her decision, she has to play against her future self'

We convert the decision tree of Figure 3.2 into a game tree in Figure 3'3, by

distinguishing between the two players who make the choices at the two nodes.

At the initial node, "Today's Carmen" decides whether to try smoking. If her de-

cision is to try, then the addicted "Future Carmen" comes into being and

chooses whether to continue. We show the healthy red-blooded Today's Car-

men, her actions, and her payoffs in red, and the addicted Future Carmen, her

actions, and her payoffs in black, the color that her lungs have become. The

payoffs of Today's Carmen are as before. But Future Carmen will enjoy continu-

ation and will suffer terrible withdrawal sJ,nnptoms if she does not continue' Let

FUture Carmen's payoff from "continue" be + I and that from "not" be - 1.

Given the preferences of the addicted Future Carmen, she will choose "con-

tinue" at her decision node. Today's Carmen should look ahead to this prospect

and fold it into her current decision, recognizing that the choice to try smoking
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FUTURE
CARMEN

TODAY'S
CARMEN

1, -1

FIGURE 3.3 The Smokino Game

rr-ill rnevitably lead to continuation. Even though Today's Carmen does not

rvant continuation to happen given her preferences today, she will not be able

to implement her currently preferred choice at the future time, because a differ-

ent Carmen with different preferences will make that choice. So Today's Car-

men should foresee that the choice "Try" will lead to "Continue" and get her the

payoff - 1 as judged by her today, whereas the choice "Don't Try" will get her

the payoff 0. So she should choose the latter.
This argument is shown more formally and with greater visual effect in Fig-

ure 3.4. In Figure 3.4a, we cut off, or prune, the branch "Not" emerging from the

second node. This pruning corresponds to the fact that Future Carmen, who

makes the choice at that node, will not choose the action associated with that

branch, given her preferences as shown in black.
The tree that remains has two branches emerging from the first node where

Today's Carmen makes her choice; each of these branches now leads directly to

a terminal node. The pruning allows Today's Carmen to forecast completely the

eventual consequence of each of her choices. "Try" will be followed by "Con-

tinue" and yield a payoff - l, as measured in the preferences of Today's Carmen,

while "Not" will yield 0. Carmen's choice today should then be "Not" rather than
"Try." Therefore we can prune the "Try" branch emerging from the first node
(along with its foreseeable continuation). This pruning is done in Figure 3.4b.

The tree shov,n there is now "fully pruned," leaving only one branch emerging

from the initial node and leading to a terminal node. Following the only remain-

ing path through the tree shows what will happen in the game when all players

make their best choices with correct forecasting of all future consequences.

In pruning the tree in Figure 3.4, we crossed out the branches not chosen.

Another equivalent but alternative way of showing player choices is to "high-

light" the branches that are chosen. To do so, you can place check marks or ar-

rowheads on these branches or show them as thicker lines. Any one method will

do; Figure 3.5 shows them all. You can choose whether to prune or to highlight,

Try

Not
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(a) Pruning at second node:

TODAY'S
CARMEN

(b) Full pruning:

TODAY'S
CARMEN

FIGURE 3.4 Pruning the Tree of the Smoking Game

TODAY'S
CARMEN

FIGURE 3.5 Showing Branch Selection on the Tree of the Smoking Game
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but the latter, especialll in its arrowhead form, has some advantages. First, it

produces a cleaner pictule. Second, the mess of the pruning picture sometimes

does not clearlr- shorv the order in which various branches were cut. For exam-

ple, in Figure 3.1b, a reader may get confused and incorrectly think that the

"Continue" branch at the second node was cut first and that the "Try" branch at

the first node followed by the "Not continue" branch at the second node were

cut next. Fina1ly, and most importantly, the arrowheads show the outcome of

the sequence of optimal choices most visibly as a continuous link of arrows

from the initial node to a terminal node. Therefore, in subsequent diagrams of

this npe, we generally use arrows instead of pruning. \A4ren you draw game

trees, \-ou should practice showing both methods for a while; when you are

comfortable with trees, you can choose either to suit your taste.

\o matter how you display your thinking in a game tree, the logic of the

analysis is the same and important. You must start your analysis by considering

rhose action nodes that lead directly to terminal nodes. The optimal choices for

a player moving at such a node can be found immediately by comparing her

payoffs at the relevant terminal nodes. With the use of these end-of-game

choices to forecast consequences of earlier actions, the choices at nodes just

preceding the flnal decision nodes can be determined. Then the same can be

done for the nodes before them, and so on. By working backward along the tree

in this way, you can solve the whole game.

This method of looking ahead and reasoning back to determine behavior in

sequential-move games is knov,n as rollback. As the name suggests, using rollback

requires starting to think about what will happen at all the terminal nodes and lit-

erally "rolling back" through the tree to the initial node as you do your analysis. Be-

cause this reasoning requires working backward one step at a time, the method is

also called backward induction. We use the term rollback because it is simpler

and becoming more widely used, but other sources on game theory will use the

older term, backward induction. Just remember that the two are equivalent.

\A4ren all players choose their optimal strategies found by doing rollback

analysis, we call this set of strategies the rollback equilibrium of the game; the

outcome that arises from playing these strategies rs the rollback equilibrium

outcome. Game theory predicts this outcome as the equilibrium of a sequential

game when all players are rational calculators in pursuit of their respective best

payoffs. Later in this chapter, we address how well this prediction is borne out

in practice. For now, you should know that all finite sequential-move games

presented in this book have at least one rollback equilibrium. In fact, most have

exactly one. Only in exceptional cases where a player gets equal payoffs from

two or more different sets of moves, and is therefore indifferent between them,

will games have more than one rollback equilibrium.

In the smoking game, the rollback equilibrium is where Today's carmen

chooses the strategy "Not" and Future Carmen chooses the strategy "Continue."
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VVhen Today's Carmen takes her optimal action, the addicted Future Carmen

does not come into being at all and therefore gets no actual opponuniry to

move. But Future Carmen's shadowy presence and the strategy that she rvould

choose if Today's Carmen chose "Try" and gave her an opportunity to mor-e are

important parts of the game. In fact, they are instrumental in determining the

optimal move for Today's Carmen.
We introduced the ideas of the game tree and rollback analysis in a ven'

simple example, where the solution was obvious from verbal argument. Now we

proceed to use the ideas in successively more complex situations, where verbal

analysis becomes harder to conduct and the visual analysis with the use of the

tree becomes more imporl.ant.

IT PI.AYERS

The techniques developed in Section 2 in the simplest setting of two players and

two moves can be readily extended. The trees get more complex, with more

branches, nodes, and levels, but the basic concepts and the method of roilback

remain unchanged. In this section, we consider a game with three players, each

of whom has two choices; with slight variations, this game reappeals in many

subsequent chapters.
The three players, Emily, Nina, and Talia, all live on the same small street.

Each has been asked to contribute toward the creation of a flower garden at the

intersection of their small street with the main highway. The ultimate size and

splendor of the garden depends on how many of them contribute. Furthermore,

although each player is happy to have the garden-and happier as its size and

splendor increase-each is reluctant to contribute because of the cost that she

must incur to do so.
Suppose that, if two or all three contribute, there will be sufficient resources

for the initial planting and subsequent maintenance of the garden; it will then

be quite attractive and pleasant. However, if one or none contribute, it will be

too sparse and poorly maintained to be pleasant. From each player's perspec-

tive, there are thus four distinguishable outcomes:

. She does not contribute, both of the others do (pleasant garden, saves

cost of own contribution)
. She contributes, and one or both of the others do (pleasant garden, incurs

cost of contribution)
. She does not contribute, only one or neither of the others does (sparse

garden, saves cost of or'rm contribution)
. She contributes, but neither of the others does (sparse garden, incurs cost

of own contribution)
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of these outcomes, rhe one listed at the top is clearly the best and the one
listed at the bottom is ciearly the worst. we want higher payoff numbers to indi-
cate outcomes that are more highly regarded; so we give the top outcome the
payoff 4 and the bottom one the payoff 1. (Sometimes payoffs are associated
with an outcome's rank order; so, with four outcomes, 1 would be best and 4
worst, and smaller numbers would denote more preferred outcomes. \Alhen
reading, r'ou should carefully note which convention the author is using; when
writing, r'ou should carefully state which convention you are using.)

There is some ambiguity about the two middle outcomes. Let us suppose
that each player regards a pleasant garden more highly than her ornm contribu-
tion. Then the outcome listed second gets payoff 3, and the outcome listed third
gets par-off 2.

Suppose the players move sequentially. Emily has the first move, and
chooses whether to contribute. Then, after observing what Emily has chosen,
\ina makes her choice between contributing and not contributing. Finally, hav-
ing observed what Emily and Nina have chosen, Talia makes a similar choice.r

Figure 3.6 shows the tree for this game. we have labeled the action nodes
for easy reference. Emily moves at the initial node, a, and the branches corre-

PAYOFFS

3,3,  4

?A

1,2,  ?-

4?

2,1,  ?-

2,2, ; -

FIGURE 3.6 The Street Garden Game

rln later chapters, we vary the rules of this game-the order of moves and payoffs-and examine
how such variation changes the outcomes.
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sponding to her two choices, Contribute and Don't, respectively, lead to nodes b

and c. At each of these nodes, Nina gets to move and to choose befireen Con-

tribute and Don't. Her choices lead to nodes d, e, f, and g, at each of rn'hich Talia

gets to move. Her choices lead to eight terminal nodes, where we show the par'-

offs in the order (Emily, Nina, Talia).2 For example, if Emily contributes, then

Nina does not, and finally Talia does, then the garden is pleasant, and the nro

contributors get payoffs 3 each, while the noncontributor gets her top outcome

with payoff 4; in this case, the payofflist is (3, 4, 3).

To apply rollback analysis to this game, we begin with the action nodes that

come immediately before the terminal nodes-namely, d, e, f, and g' Talia

moves at each of these nodes. At zl, she faces the situation where both Emily and

Nina have contributed. The garden is already assured to be pleasang so, if Talia

chooses Don't, she gets her best outcome, 4, whereas, if she chooses Contribute,

she gets the next best, 3. Her preferred choice at this node is Don't. We show

this preference both by thickening the branch for Don't and by adding an ar-

rowhead; either one would suffice to illustrate Talia's choice. At node e, Emily

has contributed and Nina has not; so Talia's contribution is crucial for a pleas-

ant garden. Talia gets the payoff 3 if she chooses Contribute and 2 if she chooses

Don't. Her preferred choice at e is Contribute. You can check Talia's choices at

the other two nodes similarly.
Now we roll back the analysis to the preceding stage-namely, nodes b and

c, where it is Nina's turn to choose. At fu Emily has contributed. Nina's reason-

ing now goes as follows: "If I choose Contribute, that will take the game to node

d,where I know that Talia will choose Don't, and my payoff will be 3. (The gar-

den will be pleasant, but I will have incurred the cost of my contribution.) If I

choose Don't, the game will go to node e, where I know that Talia will choose

Contribute, and I will get a payoff of 4. (The garden will be pleasant, and I will

have saved the cost of my contribution.) Therefore I should choose Don't." Sim-

ilar reasoning shows that at c, Nina will choose Contribute.

Finally, consider Emily's choice at the initial node, a. She can foresee the

subsequent choices of both Nina and Talia. Emily knows that, if she chooses

Contribute, these later choices will be Don't for Nina and Contribute for Talia.

With two contributors, the garden will be pleasant but Emily will have incurred

a cost; so her payoff will be 3. If Emily chooses Don't, then the subsequent

choices will both be Contribute, and, with a pleasant garden and no cost of her

or,rm contribution, Emily's payoffwitl be 4. So her preferred choice at a is Don't.

The result of rollback analysis for this street garden game is now easily sum-

marized. Emily will choose Don't, then Nina will choose Contribute, and finally

2Recall from the discussion ofthe general tree in Section 1 that the usual convention for sequential-

move games is to list payoffs in the order in which the players move; however, in case of ambiguity or

simply for clarity, it is good practice to specifir the order explicitly.
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Talia will choose contribute. These choices trace a particular path of play
through the tree-along the lower branch from the initial node, a, and then
along the upper branches at each of the two subsequent nodes reached, c and f.
In Figure 3.6, the parh of play is easily seen as the continuous sequence of ar-
rowheads joined tail to tip from the initial node to the terminal node fifth from
the top of the tree. The payoffs that accrue to the players are sho,,nm at this ter-
minal node.

Rollback analysis is simple and appealing. Here, we emphasize some fea-
tures that emerge from it. First, notice that the equilibrium path of play of a se-
quential-rnove game misses most of the branches and nodes. Calculating the
best actions that would be taken if these other nodes were reached, however, is
an important part of determining the ultimate equilibrium. Choices made early
in the game are affected by players' expectations of what would happen if they
chose to do something other than their best actions and by what would happen
if any opposing player chose to do something other than what was best for her.
These expectations, based on predicted actions at out,of-equilibrium nodes
(nodes associated with branches pruned in the process of rollback), keep play-
ers choosing optimal actions at each node. For instance, Emily,s optimal choice
of Don't at the first move is governed by the knowledge that, if she chose con-
tribute, then Nina would choose Don't, followed by Talia choosing contribute;
this sequence would give Emily the payoff 3, instead of the 4 that she can get by
choosing Don't at the first move.

The rollback equilibrium gives a complete statement of all this analysis by
speciffing the optimal strateg/ for each player. Recall that a strategy is a com-
plete plan of action. Emily moves first and has just two choices; so her strategy
is quite simple and is effectively the sarne thing as her move. But Nina, moving
second, acts at one of two nodes, at one if Emily has chosen contribute and at
the other if Emily has chosen Don't. Nina's complete plan of action has to spec-
ify what she would do in either case. one such plan, or strategy, might be
"choose contribute if Emily has chosen contribute, choose Don't if Emily has
chosen Don't." we know from our rollback analysis that Nina will not choose
this strategy, but our interest at this point is in describing all the available strate-
gies from which Nina can choose within the rules of the game. we can abbrevi-
ate and write c for continue and D for Don't; then this strategy can be written
as "c if Emily chooses c so that the game is at node b,D if Emily chooses D so
that the game is at node c," or, more simply, "C at b,D at c,,,or even ,,CD', if the
circumstances in which each of the stated actions is taken are evident or previ-
ously explained. Now it is easy to see that, because Nina has two choices avail-
able at each of the two nodes where she might be acting, she has available to her
four plans, or strategies-"C at b, C at c," "C at b,D at c,', ,,D at b, C at c,,, and'D
at b, D al c," or "CC," "CD," "DC:' and "DD.', Of these strategies, the rollback
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analysis and the arrows at nodes b and c of Figure 3.6 show that her optimal

strategy is "DC."

Matters are even more complicated for Talia. When her turn comes, the his-

tory of play can, according to the rules of the game, be any one of four possibilities.

Talia's turn to act comes at one of four nodes in the tree, one after Emily has cho-

sen C and Nina has chosen C (node d), tli-.e second after Emily's C and Nina's D
(node e), the third after Emily's D and Nina's C (node/), and the fourth after both

Emily and Nina choose D (node g). Each of Talia's strategies, or complete plans of

action, must specify one of her two actions for each of these four scenarios, or one

of her tvvo actions at each of her four possible action nodes. With four nodes at

which to specifii an action and with two actions from which to choose at each

node, there are 2 times 2 times 2 times 2, or 16 possible combinations of actions.

So Talia has available to her 16 possible strategies. One of them could be written as

"C at d,D at e,D at f, C at {' or "CDDC" for short,

where we have fixed the order of the four scenarios (the histories of moves by

Emily and Nina) in the order of nodes d, e, f, and g. Then, with the use of the

same abbreviation, the full list of 16 strategies available to Talia is

CCCC, CCCD, CCDC, CCDD, CDCC, CDCD, CDDC, CDDD,

DCCC, DCCD, DCDC, DCDD, DDCC, DDCD, DDDC, DDDD.

Of these strategies, the rollback analysis of Figure 3.6 and the arrows at nodes d,

e, f, andgshow that Talia's optimal strategy is DCCD.

Nowwe can express the findings of our rollback analysis by stating the strat-

egy choices of each player-Emily chooses D from the two strategies available

to her, Nina chooses DC from the four strategies available to her, and Talia

chooses DCCD from the sixteen strategies available to her. \Mhen each player

looks ahead in the tree to forecast the eventual outcomes of her current choices,

she is calculating the optimal strategies of the other players. This configuration

of strategies, D for Emily, DC for Nina, and DCCD for Talia, then constitutes the

rollback equilibrium of the game.

We can put together the optimal strategies of the players to find the actual

path of play that will result in the rollback equilibrium. Emily will begin by

choosing D. Nina, following her strategy DC, chooses the action C in response

to Emily's D. (Remember that Nina's DC means "choose D if Emily has played

C, and choose C if Emily has played D.") According to the convention that we

have adopted, Talia's actual action after Emily's D and then Nina's C-from

node fi-is the third letter in the four-letter specification of her strategies. Be-

cause Talia's optimal strategy is DCCD, her action along the path of play is C.

Thus the actual path of play consists of Emily pla1rng D, followed successively

by Nina and Talia playing C.
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To sum up, \\-e have three distinct concepts:

1. The lists oi alailable strategies for each player. The list, especially for

later plat'ers, nay be very long, because their actions in situations corre-

sponding ro all conceivable preceding moves by other players must be

specif ied.
2. The optimal strategy, or complete plan of action for each player. This

srrareg]' must specify the player's best choices at each node where the

rules of the game specify that she moves, even though many of these

nocles will never be reached in the actual path of play. This speciflcation

is in effect the preceding movers' forecasting of what would happen if

they took different actions and is therefore an important part of their cal-

culation of their own best actions at the earlier nodes. The optimal

strategies of all players together yield the rollback equilibrium.

3. The actual path of play in the rollback equilibrium, found by putting to-

gether the optimal strategies for all the players.

In the rollback equilibrium of the street-garden game, Emily gets her best out-

come (payoff 4), because she can take advantage of the opportunity to make the

first move. V\4ren she chooses not to contribute, she puts the onus on the other

two players-each can get her next-best outcome if and only if both of them

choose to contribute. Most casual thinkers about strategic games have the pre-

conception that such first-mover advantage should exist in all games. However,

that is not the case. It is easy to think of games in which an opportunity to move

second is an advantage. Consider the strategic interaction between two firms that

se1l similar merchandise from catalogs-say, Land's End and L. L. Bean. If one

firm had to release its catalog flrst, and then the second firm could see what prices

the first had set before printing its ornm catalog, then the second movel could just

undercut its rival on all items and gain a tremendous competitive edge.

First-mover advantage comes from the ability to commit oneself to an ad-

vantageous position and to force the other players to adapt to it; second-mover

advantage comes from the flexibility to adapt oneself to the others' choices.

\,\4rether commitment or flexibility is more important in a specific game de-

pends on its particular conflguration of strategies and payoffs; no generally

valid rule can be laid down. We will come across examples of both kinds of ad-

vantages throughout this book. The general point that there need not be first-

mover advantage, a point that runs against much common perception, is so

important that we felt it necessary to emphasize at the outset.
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\Mhen a game has a flrst- or second-mover advantage, each plaver Irav try

to manipulate the order of play so as to secure for herself the advantageoLls po-

sition. Tactics for such manipulation are strategic moves, which we consider in

Chapter 10.

We saw in Section 3 that adding more players increases the complexity of the

analysis of sequential-play games. In this section, we consider another type of

complexity that arises from adding additional moves to the game. We can do so

most simply in a two-person game by allowing plat'ers to alternate moves more

than once. Then the tree is enlarged in the same fashion that a multiple-player

game tree would be, but later moves in the tree are made br- the players who

have made decisions earlier in the same game.

Many common games, such as tic-tac-toe, checkers, and chess, are two-

person strategic games with such alternating sequential moves. The use of game

trees and rollback should allow us to "solve" such games-to determine the roli-

back equilibrium outcome and the equilibrium strategies leading to that out-

come. Unfortunately, as the complexity of the game glows and as strategies

become more and more intricate, the search for an optimal solution becomes

more and more difficult as well. In such cases, when manual solution is no

longer really feasible, computer routines such as Gambit, mentioned in Chapter

2, become useful.

A. Tic-Tac-Toe

Start with the most simple of the three examples mentioned in the preceding

paragraph, tic-tac-toe, and consider an easier-than-usual version in which two

players (X and O) each try to be the first to get two of their symbols to fill any

row, column, or diagonal of a two-by-two game board. The flrst player has four

possible positions in which to put her X. The second player then has three pos-

sible actions at each of four decision nodes. \&4:ren the first player gets to her

second turn, she has two possible actions at each of 12 (4 times 3) decision

nodes. As Figure 3.7 shows, even this mini-game of tic-tac-toe has a very com-

plex game tree. This tree is actually not too complex, because the game is guar-

anteed to end after the flrst player moves a second time; but there are still 24

terminal nodes to consider.
We show this tree merely as an illustration of how complex game trees can

become in even simple (or simplified) games. As it turns out, using rollback on

the mini-game of tic-tac-toe leads us quickly to an equilibrium. Rollback shows
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FIGURE 3.7 The Complex Tree for Simple Two-by-Two Tic-Tac-Toe

that all of the choices for the first player at her second move lead to the same

outcome. There is no optimal action; any move is as good as any other move.

Thus when the second player makes her first move, she also sees that each pos-

sible move yields the same outcome and she, too, is indifferent among her three

choices at each of her four decision nodes. Finally, the same is true for the first

player on her first move; any choice is as good as any other, so she is guaranteed

to win the game.
Although this version of tic-tac-toe has an interesting tree, its solution is not

as interesting. The first player always wins; so choices made by either player

cannot affect the ultimate outcome. Most of us are more familiar with the three-

by-three version of tic-tac-toe. To illustrate that version with a game tree, we

would have to show that the first player has nine possible actions at the initial

node, the second player has eight possible actions at each of nine decision

nodes, and then the first player, on her second turn, has seven possible actions

at each of B times I : 72 nodes, while the second player, on her second turn, has

six possible actions at each of 7 times B times 9 : 504 nodes. This pattern con-

tinues until eventually the tree stops branching so rapidly because certain com-

binations of moves lead to a win for one player and the game ends. But no win is

possible until at least the flfth move. Drawing the complete tree for this game

requires a very large piece of paper or very tiny handuriting.

Most of you know, however, how to achieve at worst a tie when you play

three-by-three tic-tac-toe. So there is a simple solution to this game that can be
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found by rollback, and a learned strategic thinker can reduce the complexity of
the game considerably in the quest for such a solution. It turns out rhat, as in
the two-by-two version, many of the possible paths through the game rree are
strategically identical. Of the nine possible initial moves, there are only three
types; you put your X in either a corner position (of which there are four possi-
bilities), a side position (of which there are also four possibilities), or the (one)
middle position. Using this method to simplify the tree can help reduce rhe
complexity of the problem and lead you to a description of an optimal rollback
equilibrium strategy. Specifically, we could show that the player who moves
second can always guarantee at least a tie with an appropriate first move and
then by continually blocking the first player's attempts to get three symbols in a
row.3

B. Chess

\Mhen we consider more complicated games, such as checkers and especially
chess, flnding a complete solution becomes much more difficult. Students of
checkers claim, but have not proved, that the second player can always guaran-
tee a tie. Those who have studied and are still studying chess have even less to
report, despite the fact that chess is the quintessential game of sequential
moves and therefore technically amenable to full rollback analysis.

In chess, 'White opens with a move, Black responds with one, and so on, in
turns. All the moves are visible to the other player, and nothing is left to chance,
as it would be in card games that include shuffling and dealing. Therefore the
"purest" kind of strategic reasoning in chess is to look ahead to the conse-
quences of your move in just the way explained earlier. An example of such rea-
soning might be: "If I move that pawn now, my opponent will bring up her
knight and threaten my rook. I should protect the square to which the knight
wants to move with my bishop, before I move the par.tm." Moreover, a chess
game must end in a flnite number of moves. The rules of chess declare that a
game is drar.rm if a given position on the board is repeated three times in the
course of play. Because there are a finite number of ways to place the 32 (or
fewer after captures) pieces on 64 squares, a game could not go on infinitely
long without running up against this rule.

3If the first player puts her first s).rynbol in the middle position, the second player must put her
first symbol in a corner position. Then the second player can guarantee a tie by taking the third po-
sition in any row, column, or diagonal that the first player'tries to flll. If the first player goes to a cor-
ner or a side position first, the second player can guarantee a tie by going to the middle first and
then following the same blocking technique. Note that, if the first player picks a corner, the second
player picks the middle, and the first player then picks the corner opposite from her original play,
then the second player must not pick one of the remaining corners if she is to ensure at least a tie.
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Therefore in principle chess is amenable to full rollback analysis. We should
know what will happen in a rollback equilibrium where both players use the op-
timal strategies: a rr-in for V'/hite, a win for Black, or a draw. Then why has such
analysis not been carried out? \.Mhy do people continue to play, using different
strategies and getting different results in different matchups?

The ansu-er is that, for all its simplicity of rules, chess is a bewilderingly
complex game. From the initial set position of the pieces, \.Vhite can open with
any one of 20 moves,a and Black can respond with any of 20. Therefore 20
branches energe from the first node of the tree, each leading to a second node
from each of which 20 more branches emerge. There are already 400 branches,
each leadrng to a node from which many more branches emerge. For a while, at
each turn the number of available choices actually increases to a number much
larger than 20. And a t)?ical game goes on for 40 or more moves by each player.
The total number of possible moves in chess has been estimated to be r0120, or a
"one" with r20 zeros after it. A supercomputer a thousand times as fast as your
PC, making a billion calculations a second, would need approximately 3 times
10103 years to check out all these moves.s Astronomers offer us much less time
before the sun turns into a red giant and swallows the earth. Recently, a physi-
cist carried out the thought experiment of regarding the whole universe as a
gigantic computer. If all the energy and order in the universe were dedicated to
computation, how many calculations could have been made since the universe
began in the big bang?6 His answer is about 10120. So coincidentally, if all the en-
ergy and order in the universe since its creation had been used to solve the
game of chess by rollback, we would only now be on the verge of completing the
task.

There is clearly no hope of ever drawing the complete tree for chess. Even in
the smaller game starting from any speciflc position, the remaining tree be-
comes far too complex in just five or six moves. Looking ahead even that far is
possible only because just a little experience enables a player to recognize that
several of the logically possible moves are clearly bad and therefore to dismiss
them from consideral" ion.

The general point is that, although a game may be amenable in principle to
a complete solution by rollback, its complete tree may be too complex to permit
such solution in practice. Faced with such a situation, what is a player to do? we

*He can move one of eight pav,ns forward either one square or two or he can move one of the
two knights in one of h,vo ways (to the squares labeled rook-3 or bishop-3).

sThis would have to be done only once because, after the game has been solved, anyone can use
the solution and no one will actually need to play. Everyone will know whether \.\trite has a win or
whether Black can force a draw. Players will toss to decide who gets which color. They will then
know the outcome) shake hands, and go home.

6"The Physics of Information," The Economlsr, June 6,2002.
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can learn a lot about this by reviewing the history of attempts to program com-

puters to play chess.
\.4hen computers flrst started to prove their usefulness for complex calcula-

tions in science and business, many mathematicians and computer scientists

thought that a chess-playing computer program would soon beat the uorld

champion. It took a lot longer, even though computer technology improved

dramatically while human thought progressed much more slowly. Finally, in

December 1992, a German chess program called Fritz2 beat world champion

Gary Kasparov in some blitz (high-speed) games. Under regular rules, where

each player gets z;hours to make 40 moves, humans retained greater superior-

ity for longer. A team sponsored by IBM put a lot of effort and resources into the

development of a specialized chess-playing computer and its associated soft-

ware. In February 1996, this package, called Deep Blue, was pitted against Gary

Kasparov in a best-of-six series. Deep Blue caused a sensation by winning the

first game, but Kasparov quickly flgured out its weaknesses, improved his coun-

terstrategies, and won the series handily. In the next 15 months, the IBM team

improved Deep Blue's hardware and software, and the resulting Deeper Blue

beat Kasparov in another best-of-six series in May 1997.

To sum up, computers have progressed in a combination of slow patches

and some rapid spurts, while humans have held some superiority but have not

been able to improve sufficiently fast to keep ahead. Closer examination reveals

that the tvvo use quite different approaches to thinking through the very com-

plex game tree of chess.
If you cannot look ahead to the end of the whole game, how about looking

part of the way-say, 5 or 10 moves-and working back from there? The game

need not end within this limited horizon; that is, the nodes that you reach after

5 or 10 moves will not generally be terminal nodes. Only terminal nodes have

payoffs specified by the rules of the game-nodes from which you can work

backward. Therefore you must attach payoffs to the nonterminal nodes at the

end of your limited look-ahead, but you cannot know exactly what those payoffs

should be. You need some indirect way of assigning plausible payoffs to nonter-

minal nodes, because you are not able to explicitly roll back from a full look-

ahead. A ,rule that assigns such payoffs is called an intermediate valuation

function.
In chess, humans and computer programs both use such partial look-ahead in

conjunction with an intermediate valuation function. The t5,pical method is as fol-

lows. Each piece is assigned a value-say, 1 for a pawn, 4 for a bishop, and 9 for a

queen. Positional and combinational advantages are assigned their ou'tr values.

For example, two rooks that are aligned in support of each other are more valuable

than they would be when isolated from each other. The sum of all the numerical

values attached to pieces and their combinations in a position is the intermediate

value of that position. Quantiflcation and trade-off between different good and
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bad aspects of the position are made not on the basis of an explicit backward cal-

culation but from the rvhole chess-playing community's experience of play in past

games starting front such positions or patterns. Then a move is judged by the value

of the position to n-hich it is expected to lead after an explicit forward-looking cal-

culation for a cenain number-say, five or six-of moves.

The et-aluation of intermediate positions has progressed farthest with re-

spect to chess openings-that is, the first dozen or so moves of a game. Each

opening can lead to any one of a vast multitude of further moves and positions,

but erperience enables players to sum up certain openings as being more or less

likeh to tavor one player or the other. This knowledge has been written dornm in

massir-e books of openings, and all top players and computer programs remem-

ber and use this information.

-\t the end stages of a game, when only a few pieces are left on the board,

baclcvard reasoning on its own is often simple enough to be doable and com-

plete enough to give the full answer. For example, some endings are known or

easy to figure out: if one player has the king and a rook while the other has only

her king, then the first will win; if one player has her king and a bishop and the

other has only her king, then the second player can achieve a draw. Farther

away from the end, however, the position that would be reached at the end of

your five- or six-move horizon is no simpler than the current position-it may

be even more complex-and players have to use indirect methods to evaluate it.

The hardest stage is the midgame, where positions have evolved into a level

of complexity that witl not simpliff within a few moves. Looking ahead 5 or even

10 moves will not give you a sure conclusion from which to reason back. If you

could spend a lot of computing effort to improve your look-ahead ability from

five moves to six, it is not clear that this effort would always improve your per-

formance. You may do well in situations where disaster would have struck on

precisely the sixth move, but at other times after six moves you may end up in a

more complex situation that you cannot evaluate. In other words, to find a good

move in a midgame position, it may be better to have a good intermediate valu-

ation function than to be able to calculate another few moves farther ahead.

This is where the art of chess playing comes into its own. The best human

players develop an intuition or instinct that enables them to sniff out good op-

portunities and avoid subtle traps in a way that computer proglams find hard

to match. Computer scientists have found it generally very difficult to teach

their machines the skills of pattern recognition that humans acquire and use

instinctively-for example, recognizing faces and associating them with

names. The art of the midgame in chess also is an exercise in recognizing and

evaluating patterns in the same, still mysterious way. This is where Kasparov

has his greatest advantage over Fritz2 or Deep Blue. It also explains why com-

puter programs do better against humans at blitz or limited-time games: a

human does not have the time to marshal his art of the midgame.
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In other words, the best human players have subtle "chess knorrledge,"
based on experience or the ability to recognize patterns, which endou-s them
with a better intermediate valuation function. Computers have the advantage
when it comes to raw or brute-force calculation. For a while, chess progrants
were designed to imitate human thinking. This was the approach of the artificial
intelligence community. But it did not work well. Chess programmers graduallr-
found that it was better to "let computers be computers" and use their compu-
tational power to look ahead to more moves in less time. Now, although both
human and computer players use a mixture of look-ahead and intermediate
valuation, they use them in different proportions: humans do not look as many
moves ahead but have better intermediate valuations based on knowledge;
computers have less sophisticated valuation functions but look ahead farther by
using their superior computational powers.

Recently, chess computers have begun to acquire more knowledge. VVhen
modifying Deep Blue in 1996 and 1997, IBM enlisted the help of human experts
to improve the intermediate valuation function in its software. These consul-
tants played repeatedly against the machine, noted its weaknesses, and sug-
gested how the valuation function should be modified to correct the flaws. An
episode of this process is particularly instructive.T Grandmaster loel Benjamin
"noticed that whenever Deep Blue had a pawn exchange that could open a file
for a rook, it would always make the exchange earlier than was strategically cor-
rect. Deep Blue had to understand that the rook was already well placed, and
that it didn't have to make the exchange right away. It should award evaluation
points for the rook being there even before the file is opened." In other words,
Deep Blue's intermediate valuation function knew that a well-positioned rook
with an open file was good, so it immediately made the captures that opened
the file and created this situation. But it failed to recognize that the mere posi-
tioning of the rook had "option value"; once the rook was there, it could exercise
the option of making the par.r,n exchange that opens up the file at any time. If
the pawn was serving some other good purpose where it was, then the actual ex-
change would be best postponed. This subtle kind of thinking results from long
experience and an awareness of complex interconnections among the pieces on
the board; it is easier for humans to acquire, often without even knowing that
they have it, than it is to codify into the formal steps of a computer program.

If humans can gradually make explicit their subtle knowledge and transmit
it to computers, what hope is there for human players who do not get reciprocal
help from computers? At times in their 1997 encounter, Kasparov was amazed
by the human or even superhuman quality of Deep Blue's play. He even attrib-
uted one of the computer's moves to "the hand of God." And matters can only

TThis account is taken from "!\lhat Deep Blue Learned in Chess School," by Bruce Weber, The

New York Times, May tB, 1997.
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get worse: the brr,rte-force calculating power of computers is increasing rapidly
rr,hile they are simulraneously, but more slowly, gaining some of the subtletv
that constitutes the adr-antage of humans.

Finally, u'ill ri-re time come when the machine is able to spot its or,rm weak-
nesses and ntodih lts own intermediate valuation function? In other words, can
the machine learn from its own experience and acquire chess knowledge as hu-
mans do? If rhat ever happens, will such programs spread to other areas of
strategic inreraction, such as business? And then what will it mean to be human
an\rfar ?

\\'e leave such questions to philosophers, who have thousands of years of
erperience in discussing the really big questions about life, the universe, and
er-enrhir-rg, and not flnding any answers to any of them. we point out only that
the more powerful computers are at the disposal of human users. And, after all,
hurlans can do one thing that computers cannot do: a human can pull the plug
or sn,itch off the power to a computer, but computers have no such ability to
terminate humans.

The abstract theory of chess says that it is a finite game that can be solved by
rollback. The practice of chess requires a lot of "art" based on experience, intu-
ition, and subtle judgment. Is this bad news for the use of rollback in sequential-
move games? we think not. It is true that theory does not take us all the way to
an answer. But it does take us a long way; looking ahead a few moves constitutes
an important part of the approach that mixes brute-force calculation of moves
with a knowledge-based assessment of intermediate positions. And, as compu-
tational power increases, the role played by brute-force calculation, and there-
fore the scope of the roilback theory, will also increase.

we can sum up the matter of complexity in the following way. For really
simple games, we can flnd the rollback equilibrium byverbal reasoning without
having to draw the game tree explicitly. For truly complex games, such as chess,
\\-e can draw only a small part of the game tree, and we must use a combination
of trvo methods: (1) calculation based on the logic of rollback and (2) rules of
thr-rmb for valuing intermediate positions on the basis of experience. For games
having an intermediate range of complexity, verbal reasoning is too hard but a
complete tree can be drawn and used for rollback. Sometimes, we may enlist
the aid of a computer to draw and analyze a moderately complicated game tree.

Thankfully, most of the strategic games that we encounter in economics,
politics, sports, business, and daily life are far less complex than chess. The
games may have a number of players who move a number of times; they may
even have a large number of players or a large number of moves. But we have a
chance at being able to draw a reasonable-looking tree for those games that are
sequential in nature. The logic of rollback remains valid, and it is also often the
case that, once you understand the idea of rollback, you can carry out the neces-
sary logical thinking and solve the game without explicitly drawing a tree. More-
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over, it is precisely at this intermediate level of difficulty, between the simple ex-
amples that we solved explicitly in this chapter and the insoluble cases such as
chess, that computer software such as Gambit is most likely to be useful: this is

indeed fortunate for the prospect of applying the theory to solve many games in
practice.

How well do actual participants in sequential-move games perform the calcula-

tions of rollback reasoning? There is very little systematic evidence, but class-

room and research experiments with some games have yielded outcomes that

appear to counter the predictions of the theory. Some of these experiments and

their outcomes have interesting implications for the strategic analysis of

sequential-move games.
For instance, many experimenters have had subjects play a singie-round

bargaining game in which two players, designated A and B, are chosen from a

class or a group of volunteers. The experimenter provides a dollar (or some

knor,rm total), which can be divided between them according to the following
procedure. Player A proposes a split-for example, "75 to me,25 to 8." If player

B accepts this proposal, the dollar is divided as proposed by A. If B rejects the
proposal, neither player gets anything.

Rollback in this case predicts that B should accept any sum, no matter how

small, because the alternative is'even worse-namely, zero-and, foreseeing

this, A should propose "99 to me, 1 to B." This particular outcome almost never

happens. Most players assigned the A role propose a much more equal split. In

fact, 50-50 is the single most common proposal. Furthermore, most players as-

signed the B role turn dor.tm proposals that leave them 25To or less of the total

and walk away with nothing; some reject proposals that would give them 40To of

the pie.8
Many game theorists remain unpersuaded that these findings undermine

the theory. They counter with some variant of the following argument. "The

sums are so small as to make the whole thing trivial in the players' minds. The B
players lose 25 or 40 cents, which is almost nothing, and perhaps gain some pri-

vate satisfaction that they walked away from a humiliatingly small award. If the

total were a thousand dollars, so that 25To of it amounted to real money, the B

sRead Richard H. Thaler, "Anomalies: The Ultimate Game," Journal of Economic Perspectiues,

vol. 2, no. 4 (fail fgBB), pp. 195-206, and Douglas D. Davis and Charles A. Holt, Experimental Eco-

nomics (Princeton: Princeton University Press, 1993), pp. 263-269, for a detailed account of this
game and related ones.

r{f, http://freepdf-books.com



70 ICH.3] GAMES WITH SEQUENTIAL MOVES

players would accept." But this argument does not seem to be valid. Experi-
ments with much larger stakes show similar results. The findings from experi-
ments conducted in Indonesia, with sums that were small in dollars but
amounted to as much as three months' earnings for the participants, showed no
clear tendencl on the part of the A players to make less equal offers, although
the B plar-ers tended to accept somewhat smaller shares as the total increased;
similar experiments conducted in the Slovak Republic found the behavior of in-
experienced players unaffected by large changes in payoffs.s

The participants in these experiments typically have no prior knowledge of
game theory and no special computational abilities. But the game is extremely
simple: surely even the most naive player can see through the reasoning, and
ans\\-ers to direct questions after the experiment generally show that most par-
ticipants do. The results show not so much the failure of rollback as the theo-
rist s error in supposing that each player cares only about her own money
earnings. Most societies instill in their members a strong sense of fairness,
rvhich then causes most A players to offer 50-50 or something close and the B
players to reject anything that is grossly unfair. This argument is supported by
the observation that even in a most drastic variant called the dictator game,
where the A player decides on the split and the B player has no choice at all,
manyAs give signiflcant shares to the 8s.10

Some experiments have been conducted to determine the extent to which
fairness plays into behavior in ultimatum and dictator games. The findings
show that changes in the information available to players and to the experi-
menter have a significant effect on the final outcome. In particular, when the
experimental design is changed so that not even the experimenter can identifiz
who proposed (or accepted) the split, the extent of sharing drops noticeably.
Evidence from the new fleld of "neuroeconomics" includes similar results. Alan
Sanfey and colleagues conducted experiments of the ultimatum game in which
thev took MRI readings of the subjects' brains as they made their choices. They
found "that activity in a region lof the brain] well known for its involvement in
negative emotion" was stimulated in the responders (B players) when they re-
jected "unfair" (less than 50:50) offers. Thus deep instincts or emotions of

'The results of the Indonesian experiment are reported in Lisa Cameron, "Raising the Stakes in
the Ultimatum Game: Experimental Evidence from Indonesia," Economic Inquiry, vol.37, no. I
0anuary 1999), pp. 47-59. Slonim and Roth report results similar to Cameron's, but also found that
ofTers (in all rounds of play) were rejected less often as the payoffs were raised. See Robert Slonim
and Alvin Roth, "Learning in High Stakes Ultimatum Games: An Experiment in the Slovak Repub-
I ic," Econometrica,vol.66, no.3 (May 1998), pp.569-596.

l0One could argue that this social norm of fairness may actually have value in the ongoing evolu-
tionary game being played by the whole of society. Players who are concerned with fairness reduce
transaction costs and the costs of fights that can be beneficial to society in the long run. These mat-
ters will be discussed in Chaoters I 1 and 12.
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anger and disgust seem to be implicated in these rejections. Ther- also found
that "unfair" (less than 50:50) offers were rejected less often when responders
knew that the offerer was a computer than when they knew that the offerer rvas
human.ll

Another experimental game with similarly paradoxical outcomes goes as
follows. Two players are chosen and designated A and B. The experimenter puts
a dime on the table. Player A can take it or pass. If A takes the dime, the game is
over, with A getting the 10 cents and B getting nothing. If A passes, the experi-
menter adds a dime, and now B has the choice of taking the 20 cents or passing.
The turns alternate, and the pile of money grows until reaching some limit-
say, a dollar-that is knovrn in advance by both players.

we show the tree for this game in Figure 3.g. Because of the appearance of
the tree, this type of game is often called the centipecle game. you may not even
need the tree to use rollback on this game. Player B is sure to take the dollar at
the last stage; so A should take the 90 cents at the penultimate stage, and so on.
Thus A should take the very first dime and end the game.

However, in most classroom or experimental settings, such games go on for
at least a few rounds. Remarkably, by behaving "irrationally," the players as a
group make more moneythan theywould if theyfollowed the logic of backward
reasoning. sometimes A does better and sometimes B, but sometimes they even
solve this conflict or bargaining problem. In a classroom experiment that one of
us (Dixit) conducted, one such game went all the way to the end. player B col-
lected the dollar, and quite voluntarily gave 50 cents to player A. Dixit asked A,
"Did you two conspire? Is B a friend of yours?', and A replied, ,,No, we didn,t
even know each other before. But he is a friend now.,'

once again, what is revealed is not that players cannot calculate and use
game-theoretic logic but that their value systems and payoffs are different from
those attributed to them by the theorist who predicted that the game should
end with A taking the dime on the first step. we will come across some similar

Pass B

Take
dime

10, 0 0,20 30, 0 0,100

FIGURE 3.8 The Centipede Game

lrSee Alan Sanfey, Iames Rilling, Iessica
Neural Basis of Economic Decision-Making
2003), pp. 1755-1758.

Aronson, Leigh Nystrom, and Jonathan Cohen, ,,The

in the Ultimatum Game," Science, vol. 300 (June 13,
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evidence of cooperation that seems to contradict rollback reasoning when we
look at flnitely repeated prisoners' dilemma games in Chapter 11.12

The exampies discussed here seem to indicate that apparent violations of
strategic logic can be explained by recognizing that people do not care merely
about their orrr money payoffs, but internalize concepts such as fairness. But
not all obsen'ed plays, contrary to the precepts of rollback, have some such ex-
planation. People do fail to look ahead far enough, and they do fail to draw the
appropriate conclusions from attempts to look ahead. For example, when is-
suers of credit cards offer favorable initial interest rates or no fees for the flrst

vear, rrrany people fall for them without realizing that they may have to pay

much more later. Therefore the game-theoretic analysis of rollback and rollback
equilibria serves an advisory or prescriptive role as much as it does a descriptive
role. People equipped with the theory of rollback are in a position to make bet-
ter strategic decisions and get higher payoffs, no matter what is included in their
pat'off calculations. And game theorists can use their expertise to give valuable
advice to those who are placed in complex strategic situations but lack the skill
to determine their own best strategies.

The examples in the preceding sections were deliberately constructed to illus-
trate and elucidate basic concepts such as nodes, branches, moves, and strate-
gies, as well as the technique of rollback. Now we show how all of them can be
applied, by considering a real-life (or at least "reality-TV-life") situation.

In the summer of 2000, CBS television broadcast the first of the series of
Sun ivor shows, which became an instant hit and helped launch the whole new
genre of "reality TV." Leaving aside many complex details and some earlier
stages not relevant for our purpose, the concept was as follows. A group of con-
testants, called a "tribe," was put on an uninhabited island and left largely to
fend for themselves for food and shelter. Every 3 days they had to vote one of
themselves out of the tribe. The person who had the most votes cast against
him or her at a meeting of the remaining players (called the "tribal council")
was the r.ictirn of the day. However, before each meeting of the tribal council,
the sun'ivors up to that point competed in a game of physical or mental skill
that was devised by the producers of the game for that occasion, and the win-
ner of this competition, called a "challenge," was immune from being voted off
at the following meeting. Also, one could not vote against oneself. Finally,

r2Once again, one wonders rvhat would happen ifthe sum added at each step were a thousand

dollars instead of a dime.
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when two people were left, the seven who had been voted off most recently
returned as a "jury" to pick one of the two remaining survivors as the million-
dollar winner of the whole game.

The strategic problems facing all contestants were: (1) to be generallr- re-
garded as a productive contributor to the tribe's search for food and other tasks
of survival, but to do so without being regarded as too strong a competitor and
therefore a target for elimination, (2) to form alliances to secure blocks of votes
to protect oneself from being voted ofl (3) to betray these alliances when the
numbers got too small and one had to vote against scimeone, but (4) to do so
without seriously losing popularity with the other players, who would ultimately
have the power of the vote on the jury.

We pick up the story when just three contestants were left: Rudy, Kelly, and
Rich. Of them, Rudywas the oldest contestant, an honest and blunt person who
was very popular with the contestants who had been previously voted off. It was
generally agreed that, if he was one of the last two, then he would be voted the
million-dollar winner. So it was in the interests of both Kelly and Rich that they
should face each other, rather than face Rudy, in the final vote. But neither
wanted to be seen as instrumental in voting off Rudy. With just three contes-
tants left, the winner of the immunity challenge is effectively decisive in the
cast-offvote, because the other two must vote against each other. Thus the jury
would know who was responsible for voting off Rudy and, given his popularity,
would regard the act of voting him off with disfavor. The person doing so would
harm his or her chances in the final vote. This was especially a problem for Rich,
because he was known to have an alliance with Rudy.

The immunity challenge was one of stamina; each contestant had to stand
on an awkward support and lean to hold one hand in contact with a totem on a
central pole, called the "immunity idol." Anyone whose hand lost contact with
the idol, even for an instant, lost the challenge; the one to hold on longest was
the winner.

An hour and a half into the challenge, Rich figured out that his best strategy
was to deliberately lose this immunity challenge. Then, if Rudy won immunity,
he would maintain his alliance and keep Rich-Rudy was known to be a man
who always kept his word. Rich would lose the final vote to Rudy in this case,
but that would make him no worse off than if he won the challenge and kept
Rudy. If Kelly won immunity, the much more likely outcome, then it would be
in her interest to vote off Rudy-she would have at least some chance against
Rich but zero against Rudy. Then Rich's chances of winning were quite good.
Whereas, if Rich himself held on, won immunity, and then voted off Rudy, his
chances against Kellywould be decreased by the fact that he voted off Rudy.

So Rich deliberately stepped off, and later explained his reasons quite clearly
to the camera. His calculation was borne out. Kelly won that challenge and voted
off Rudy. And, in the final jury vote between Rich and Kelly, Rich won by one vote.
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Rich's thinking rvas essentially a rollback analysis along a game tree. He did
this analysis instinctively, without drawing the tree, while standing awkwardly
and holding on to rhe immunity idol, but it took him an hour and a half to come
to his conclusion. with all due credit to Rich, we show the tree explicitly, and
can reach the answer faster.

Figure 3.9 shows the tree. You can see that it is much more complex than
the trees encountered in earlier sections. It has more branches and moves; in
addition, there are uncertain outcomes, and the chances of winning or losing in
various alternative situations have to be estimated instead of being known pre-
ciselr'. But you will see how we can make reasonable assumptions about these
chances and proceed with the analysis.

f 
r,eeo:

Rich /

, 
prob.0.45f

,/ Kellv
t\tarurer / prob. b.s

'-,illilll''u(\A"rlr.iitflr \ \

\ 
\* 

,xetty
ouro \ 

Kee's

?r*l).t:.+i 
\

\\ ".,
M .1..i4,i

f 
keeos

,,J:E* f
Rich wins with prob. /= o'18 + o'3 = o'48 

Narurer / ^,Ifl'un .

Rich
^ ^ ffi fitcnwtns
" '7* Proh.=0.18

IURY w.-''
PICKS 

*\---.\

Kelly -ffi Kelly wins
0.6

!:JRY w--:- .; .
PlcKs* w'  ' '

Rich
^. f f i  Hlcnwlns

,u^, *X* 
prob. = 0.3

plcKs *^---__

Kelly*& Kelly wins
0.4

uau-*-- :--* ."  : j  .  .
PtcKs -"

tuRY w-------- ..
PlcKsw 

-----w,.  i . : ' ,  " .

Rich
9'6 

--ff i 
Hlcn wlns

ruRy **-/ 
Prob' = o'54

PlcKs 
#\---._

Kelly -ffi Kelly wins
0.4

JURY w- , .
PlcKsw

IURY **' ' ' ' :  
* .. ,.

PrcKs- " :  
" 'v  '  { '

Rich

Kelly
Keeps

Rich

['ri*tu rs:
p:ir hs

irrrruunitv
wif l rx$l

Rich wins with prob.
= 0.54

": .  .  :  Rich
' ' 'ffi--------e

FIGURE 3.9 Survivor lmmunitv Game Tree

:" r  1 l

Kelly
proD.

http://freepdf-books.com



STRATEGIES IN THE SURVIVOR GAME 75

At the initial node, Rich decides whether to continue or to give up in the im_
munity challenge. In either case, the winner of the challenge cannot be forecast
with certainty; this is indicated in the tree by letting ,,Nature', make the choice,
as we did with the coin-toss situation in Figure 3.1. If Rich continues, Narure
chooses the winner from the three contestanfs. we don't know the actual prob_
abilities, but we will assume particular values for exposition and point out the
crucial assumptions. The supposition is that Kelly has a lot of stamina and that
Rudy, being the oldest, is not likely to win. so we posit the following probabili-
ties of a win when Rich chooses to continue: 0.5 (50%) for Kelly, 0.45 for Rich,
and only 0.05 for Rudy. If Rich gives up on the challenge, Nature picks the win-
ner of the immunity challenge randomly between the two who remain; in this
case, we assume that Kelly wins with probability 0.9 and Rudy with probability
0.1.

The rest of the tree follows from each of the three possible winners of the
challenge. If Rudy wins, he keeps Rich as h9 promised, and the jurv votes Rudy
the winner.13 If Rich wins immunity, he has to decide whether to keep Kelly or
Rudy. If he keeps Rudy, the jury votes for Rudy. If he keeps Kelly, it is nor cerrain
whom the jury chooses. we assume that Rich alienates some jurors by turning
on Rudy and that, despite being better liked than Kelly, he gets the jury,s vote in
this situation only with probability 0.4. similarly, if Kelly wins immunity, she
can either keep Rudy and lose the jury's vote, or keep Rich. If she keeps Rich, his
probability of winning the jury's vote is higher, at 0.6, because in this case he is
both better liked by the jury and hasn't voted off Rudy.

\Mhat about the players' actual payoffs? we can safely assume that both Rich
and Kelly want to maximize the probability of his or her emerging as the ulti-
mate winner of the $I million. Rudy similarlywants to get the prize, but keeping
his word to Rich is paramount. With these preferences of the various players in
mind, Rich can now do rollback analysis along the tree to determine his own
initial choice.

Rich knows thar, if he wins the immunity challenge (the uppermost path
after his o",rm flrst move and Nature's move), he will have to keep Kelly to have a
40%o chance of eventual victory; keeping Rudy at this stage would mean a zero
probability of eventual victory. Rich can also calculate that, if Kelly wins the im-
munity challenge (which occurs once in each of the upper and lower halves of
the tree), she will choose to keep him for similar reasons, and then the probabil-
ity of his eventual victorywill be 0.6.

r3Technically, Rudy faces a choice between keeping Rich or Kelly at the action node after he wins
the immunity challenge. Because everyone placed zero probability on his choosing Keily (owing to
the Rich-Rudy alliance), we illustrate only Rudy's choice of Rich. The jury similarly, has a choice be-
tween Rich and Rudy at the last action node along this branch ofplay. Again, the foregone conclu-
sion is that Rudy wins in this case.
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\Mhat are Rich s chances as he calculates them at the initial node? If Rich

chooses Give Up ar the initial node, then there is only one way for him to

emerge as the elentual winner-if Kelly wins immunity (probability 0.9), if she

then keeps Rrch iprobability f), and if the jury votes for Rich (probability 0'6)'

Because all three things need to happen for Rich to win, his overall probability

of victon' is t1-re product of the three probabilities-namely, 0'9 X I X

0.6 - 0.51.:= If Rich chooses Continue at the initial node, then there are two

wavs iri tvhich he can win. First, he wins the game if he wins the immunity chal-

lenge probability 0.45), if he then eliminates Rudy (probability 1), and if he stil l

uins rhe jury's vote against Kelly (probability 0.4); the total probability of win-

r-ring u-r this way is 0.45 X 0.4 : 0.18. Second, he wins the game if Kelly wins the

challenge (probability 0.5), if she eliminates Rudy (probability 1), and if Rich

gers the jury's vote (probability 0.6); total probability here is 0.5 x 0.6 : 0.3.

Rich's overall probability of eventual victory if he chooses continue is the sum

of the probabilities of these two paths to victory-namely, 0'18 + 0'3 : 0'48'

Rich can now compare his probability of winning the million dollars when he

chooses Give Up (0.S4) with his probability of winning when he chooses Continue

(0.4g). Given the assumed values of the various probabilities in the tree, Rich has a

better chance of victory if he gives up. Thus, Give Up is his optimal strategy' Al-

though this result is based on assuming specific numbers for the probabilities'

Give Up remains Rich's optimal strategy as long as (1) Kelly is very likely to win

the immunity challenge once Rich gives up and (2) Rich wins the jury's flnal vote

rnore often when Kelly has voted out Rudy than when Rich has done so'ls

This example serves several purposes. Most importantly, it shows how a

complex tree, with much unceftainty and missing information about precise

probabilities, can still be solved by using rollback analysis. we hope this gives

You some confidence in using the method and some training in converting a

somewhat loose verbal account into a more precise logical argument. You

rnight counter that Rich did this reasoning without drawing any trees. But

kt-ro.,ting the system or general framework greatly simplifies the task even in

ne1, and unfamiliar circumstances. Therefore it is deflnitely worth the effort to

acquire the systematic skill.

A second purpose is to illustrate the seemingly paradoxical strategy of "los-

ing to n,in." Another instance of this strategy can be found in some sporting

competitions that are held in two rounds, such as the soccer World Cup' The

first round is played on a league basis in several groups of four teams each' The

top two teams from each group then go to the second round where they play

raReaders r,r,ho need instruction or a relresher course in the ruies for combining probabilities will

{ind a quick tutorial in the Appendix to Chapter 7.
rsReaders who can handle the algebra of probabilities can solve this game by using more general

svmbols instead of specific numbers for the probabilities, as in Exercise 10 of this chapter'
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others chosen according to a prespecifled pattern; for example, the top-ranked
team in group A meets the second-ranked team in group B, and so on. In such a
situation, it may be good strategy for a team to lose one of its flrsr-round
matches if this loss causes it to be ranked second in its group; that rankrng
might earn it a subsequent match against a team that, for some particular rea-
son, it is more likely to beat than the team that it would meet if it had placed
first in its group in the first round.

ii$iiiiliii..{gfifififffi SUMMARY:rilllliiiiriilil!1|,i, .

Sequential-move games require plavers to consider the future consequences of
their current moves before choosing their actions. Analvsis of pure sequential-
move games generally requires the creation of a gante tree. The tree is made up
of nodes and branches that show all of the possible actions available to each
player at each of her opportunities to move, as well as the pal'offs associated
with all possible outcomes of the game. strategies for each player are conplete
plans that describe actions at each of the player's decision nodes contingent on
all possible combinations of actions made by players who acted at earlier nodes.
The equilibrium concept employed in sequential-move games is that of rollback
equilibrium, in which players' equilibrium strategies are found by looking
ahead to subsequent nodes and the actions that would be taken there and by
using these forecasts to calculate one's current best action. This process is
known as rollback, or backward induction.

Different types of games entail advantages for different players, such as
first-mouer aduantages. The inclusion of many players or many moves enlarges
the game tree of a sequential-move game but does not change the solution
process. In some cases, drawing the full tree for a particular game may require
more space or time than is feasible. Such games can often be solved by identify-
ing strategic similarities between actions that reduces the size of the tree or by
simple logical thinking.

chess, the ultimate strategic sequential-move game, is theoretically
amenable to solution by rollback. The complexity of the game, however, makes
it effectively impossible to draw a full game tree and to write out a complete so-
lution. In actual play, elements of both art (identification of patterns and of op-
portunities versus peril) and science (forward-looking calculations of the
possible outcomes arising from certain moves) have a role in determining
player moves. Human chess players still maintain an advantage in the use of
knowledge and instinct, but computers perform the raw calculations necessary
for true rollback much faster and more accurately than humans. As computers
increase in power, a more complete solution of chess using rollback comes
closer to becoming a reality.

http://freepdf-books.com



78 tCH.3] GAMES WITH SEQUENTIAL MOVES

Tests of the theon' of sequential-move games seem to suggest that actual

play shows the irrationality of the players or the failure of the theory to ade-

quately predict behavior. The counterargument points out the complexity of

actual preferences for different possible outcomes and the usefulness of

strategic theon- for identifuing optimal actions when actual preferences are

known.

,rilfiiiirilliii{.1t}il{ffi KEY T E RMS ii+r}itd,iii,lli{tji[i.ifiiiii

action node (46)

backward induction (54)

branch (46)

decision node (46)

decision tree (46)

equilibrium path of play
(58)

extensive form (46)

first-mover advantage (60)

game tree (46)

initial node (46)

intermediate valuation function
(65)

move (48)

node (46)

path ofplay (58)

prune (52)

rollback (54)

rollback equilibrium (54)

root (46)

second-mover advantage (59)

terminal node (48)

,,':,litirlriiil;l};; EXERC|SES [+iijlli{ii$i$Fii:f,;,iiri

l. Suppose two players, First and Second, take part in a sequential-move

game. First moves first, Second moves second, and each player moves only

once.
(a) Draw a game tree for a game in which First has two possible actions (Up

or Down) at each node and Second has three possible actions (Top,

Middle, or Bottom) at each node. How many of each node tlpe-

decision and terminal-are there?
(b) Draw a game tree for a game in which First and Second each have three

possible actions (Sit, Stand, or Iump) at each node. How many of the

two node t),pes are there?
(c) Draw a game tree for a game in which First has four possible actions

(North, South, East, or West) at each node and Second has two possible

actions (Stay or Go) at each node. How many of the two node t],pes are

there?
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2. Use rollback to find equilibria for the following games:

o,2,  :

In each case, how many pure strategies (complete plans of action) are avail-

able to each player? For each game, \^Tite out all of the pure strategies for

each player.

For each of the games illustrated in Exercise 2, identify the equilibrium out-
come and the complete equilibrium strategy for each player.

"In a sequential-move game, the player who moves first is sure to win." Is

this statement true or false? State the reason for your answer in a few brief
sentences, and give an example of a game that illustrates your answer.

Consider the rivalry between Airbus and Boeing to develop a new commer-
cial jet aircraft. Suppose Boeing is ahead in the development process and
Airbus is considering whether to enter the competition. If Airbus stays out,

it earns zero profit, whereas Boeing enjoys a monopoly and earns a profit of

$1 billion. If Airbus decides to enter and develop the rival airplane, then

Boeing has to decide whether to accommodate Airbus peaceably or to wage

a price war. In the event of peaceful competition, each firm will make a

(a)

2,2

3.

4.

5.
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profit of $300 million. If there is a price war, each will lose $100 million be-
cause the prices of airplanes will fall so low that neither flrm will be able to
recoup its development costs.

Drarv the tree for this game. Find the rollback equilibrium and describe
the firms' equilibrium strategies.

6. The centipede game illustrated in Figure 3.8 can be solved by using rollback
without drarving the complete game tree. In the version of the game dis-
cussed in the text, players A and B alternately had the opportunity to claim
or pass a growing pile of dimes (to a maximum of 10) placed on the table.
Suppose the rules of the games were changed so that:
(a) Player A gets a nickel reward every time she passes, giving her opponent

another turn. Find the rollback equilibrium strategies for each player.
(b) Two rounds of the game are played with the same two players, A and B. In

the flrst round, A may not keep more than flve dimes, and B may not keep
more than nine. Find the rollback equilibrium strategies for each player.

(c) Two rounds of the game are played with the same two players, A and B. In
the first round, A may not keep more than five dimes, and B may not keep
more than four. Find the rollback equilibrium strategies for each player.

7. Two players, Amy and Beth, take turns choosing numbers; Amy goes first. On
her turn, a player may choose any number between I and 10, inclusive, and
this number is added to a running total. lVhen the running total of both play-
ers' choices reaches 100, the game ends. Consider two alternative endings: (i)

the player whose choice of number takes the total to exactly 100 is the win-
ner and (ii) the player whose choice of number causes this total to equal or
exceed 100 is the loser. For each case, answer the following questions:
(a) \Mho will win the game?
(b) \A/hat are the optimal strategies (complete plans of action) for each player?

B. Consider three major department stores-Big Giant, Titan, and Frieda's-
contemplating opening a branch in one of two new Boston-area shopping
malls. Urban Mall is located close to the large and rich population center of
the area; it is relatively small and can accommodate at most two department
stores as "anchors" for the mall. Rural Mall is farther out in a rural and rela-
tively poorer area; it can accommodate as many as three anchor stores. None
of the three stores wants to have its store in both malls because there is suffi-
cient overlap of customers between the malls that locating in both would just

be competing with oneself. Each store prefers to be in a mall with one or more
other department stores than to be alone in the same mall, because a mall
with multiple department stores will attract sufficiently many more total cus-
tomers that each store's profit will be higher. Further, each store prefers
Urban Mall to Rural Mall because of the richer customer base. Each store
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must choose between tr)4ng to get a space in Urban Mall (knouing rhat, if the
attempt fails, they will try for a space in Rural Mall) and trying to get a space in
Rural Mall directly (without even attempting to get into Urban Mall).

In this case, the stores rank the five possible outcomes as follon-s: 5
(best), in Urban Mall with one other department stere; 4, in Rural Mall n-ith
one or two other department stores; 3, alone in Urban Mall; 2, alone in
Rural Mall; and I (worst), alone in Rural Mall after having attempted to get
into Urban Mall and failed, bywhich time other nondepartment stores have
signed up the best anchor locations in Rural Mall.

The three stores are sufficiently different in their managerial structures
that they experience different lags in doing the paperwork required to re-
quest an expansion space in a new mall. Frieda's moves quickly, followed by
Big Giant, and finally by Titan, which is the least efficient in readying a loca-
tion plan. \.Vhen all three have made their requests, the malls decide which
stores to let in. Because of the name recognition that both Big Giant and
Titan have with the potential customers, a mall would take either (or both)
of those stores before it took Frieda's. Thus, Frieda's does not get one of the
two spaces in Urban Mall if all three stores request those spaces; this is true
even though Frieda's moves flrst.
(a) Draw the game tree for this mall location game.
(b) Illustrate the rollback pruning process on your game tree and use the

pruned tree to find the rollback equilibrium. Describe the equilibrium
by using the (complete) strategies employed by each department store.
VVhat are the payoffs to each store at the rollback equilibrium outcome?

9. There are two distinct proposals, A and B, being debated in Washington. The
Congress likes proposal A, and the president likes proposal B. The proposals
are not mutually exclusive; either or both or neither may become law. Thus
there are four possible outcomes, and the rankings of the two sides are as fol-
lows, where a larger number represents a more favored outcome.

Outcome Congress President

A becomes law 4 1

B becomes law 1 4

Both A and B become law 3 3

Neither (status quo prevai ls) 2 2

(a) The moves in the game are as follows. First, the Congress decides
whether to pass a bill and whether it is to contain A or B or both. Then
the president decides whether to sign or veto the bill. Congress does not
have enough votes to override a veto. Draw a tree for this game and find
the rollback equilibrium.
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(b) Now suppose the rules of the game are changed in only one respect: the

president is gir-en the extra power of a line-item veto. Thus, if the Con-

gress pa55e5 a bill containing both A and B, the president may choose

not onl| to sign or veto the bill as a whole, but also to veto just one of

the n\'o items. show the new tree and find the rollback equilibrium'

(c) Explain intuitively why the difference between the two equilibria arises'

10. consider the survivor game tree illustrated in Figure 3.9. Suppose that, un-

like in Figure 3.9, you want to use only general values for the various proba-

biliries. In particular, suppose that the probability of winning the immunity

clrallenge when Rich chooses continue is x for Rich, y for Kelly, and | - x -

,r for Rudy; similarly, the probability of winning when Rich chooses Give Up

is z for Kelly and | - z for Rudy. Further, suppose that Rich's chance of

being picked by the jury is p if he has won immunity and has voted off Rudy;

his chance of being picked is 4 if Kelly has won immunity and has voted off

Rudy. continue to assume that, if Rudy wins immunity, he keeps Rich with

probability 1, and that Rudy wins the game with probability I if he ends up

in the final two.
(a) V\4rat is the algebraic formula for the probability, in terms of p, q, x, and

/, that Rich wins the million dollars if he chooses Continue? !\4rat is the

probability that he wins if he chooses Give up? can you determine

Rich'soptimalstrategywithonlythislevelofinformation?
(b) The discussion in Section 3.7 suggests that Give up is optimal for Rich

as long as (i) Kelly is very likely to win the immunity challenge once Rich

gives up and (ii) Rich wins the jury's final vote more often when Kelly

has voted out Rudy than when Rich has done so. write out expressions

entai l ingthegeneralprobabi l i t ieS(P,4,x,y)thatsummarizethesetwo
conditions.

(c) Suppose that the two conditions from part b hold. Prove that Rich's op-

timal strategyis Give UP.
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Simultaneous - Move Games

with Pure Strategies I:

Discrete Strategies

ECALL pnov CHRprsn 2 that games are said to have simultaneous moves

if players must move without knowledge of what their rivals have chosen

to do. It is obviously so if players choose their actions at exactly the same

time. A game is also simultaneous when players choose their actions in

isolation, with no information about what other players have done or will do,

even if the choices are made at different hours of the clock. (For this reason,

simultaneous-move games are often referred to as games of imperfect informa-

tion or imperfect knowledge.) This chapter focuses on games that have such
purely simultaneous interactions among players. We consider a variety of types

of simultaneous games, introduce a solution concept called Nash equilibrium

for these games, and study games with one equilibrium, many equilibria, or no

equilibrium at all.
Many familiar strategic situations can be described as simultaneous-move

games. The various producers of television sets, stereos, or automobiles make

decisions about product design and features without knowing what rival firms

are doing about their o'o,n products. Voters in U.S. elections simultaneously cast

their individual votes; no voter knows what the others have done when she

makes her ornm decision. The interaction between a soccer goalie and an oppos-

ing striker during a penalty kick requires both players to make their decisions

simultaneously-the goalie cannot afford to wait until the ball has actually been

kicked to decide which way to go, because then it would be far too late.

!\4ren a player in a simultaneous move game chooses her action, she obvi-

ously does so without any knowledge of the choices made by other players. She

83
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also cannot look ahead to hou-they will react to her choice, because they act si-

multaneously and do not know what she is choosing. Rather, each player must

figure out what others are doing when what the others are doing is figuring out

what this plaver rs doir"rg. This circularity makes the analysis of simultaneous-

move games sonten-hat more intricate than that of sequential-move games, but

the anal-vsis is not difficult. In this chapter, we develop a simple concept of equi-

Iibrium for sucl-t ganes that has considerable explanatory and predictive power.

In Chapters 2 and3, we emphasized that a strategy is a complete plan of action.

But, in a purely simultaneous move game, each player can have at most one op-

portunity to act (although that action may have many component parts); if a

player had multiple opportunities to act, that would be an element of sequen-

tiality. Therefore there is no real distinction between strategy and action in

simultaneous-move games, and the terms are often used as synonyms in this

context. There is only one complication. A strategy can be a probabilistic choice

from the basic actions initially specifled. For example, in sports, a player or

team may deliberately randomize its choice of action to keep the opponent

guessing. Such probabilistic strategies are called mixed strategies, and we con-

sider them in Chapters 7 and B. In this chapter, we conflne our attention to the

basic initially specifled actions, which are called pure strategies.

In many games, each player has available to her a flnite number of discrete

pure strategies-for example, Dribble, Pass, or Shoot in basketball. In other

games, each player's pure strategy can be any number from a continuous

range-for example, the price charged by a firm.I This distinction makes no dif-

ference to the general concept of equilibrium in simultaneous-move games, but

the ideas are more easily conveyed with discrete strategies; solution of games

with continuous strategies needs slightly more advanced tools. Therefore, in

this chapter, we restrict the analysis to the simpler case of discrete pure strate-

gies and take up continuously variable strategies in Chapter 5.

Simultaneous-move games with discrete strategies are most often depicted

with the use of a game table (also called a g:rme matrix or payoff table). The

table is called the normal form or the strategic form of the game. Games with

any number of piayers can be illustrated by using a game table, but its dimen-

tln fact, prices must be denominated in the minimum unit of coinage-for example, whole

cents-and can therefore take on only a finite number of discrete values. But this unit is usually so

small that it makes more sense to think of the price as a continuous variable.
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sion must equal the number of players. For a two-player game, the table is two-
dimensional and appears similar to a spreadsheet. The row and column head-
ings of the table are the strategies available to the flrst and second plar-ers, re-
spectively. The size of the table, then, is determined by the numbers of
strategies available to the players. Each cell within the table lists the pavoffs to
all players that arise under the configuration of strategies that placed plar-ers
into that cell. Games with three players require three-dimensional tables; u-e
consider them later in this chapter.

We illustrate the concept of a payoff table for a simple game in Figure 4.1.
The game here has no special interpretation; so we can develop the concepts
without the distraction of a "story." The players are named Row and Column.
Row has four choices (strategies or actions) labeled Top, High, Low, and Bot-
tom; Column has three choices labeled Left, Middle, and Right. Each selection
of Row and Column generates a potential outcome of the game. Payoffs associ-
ated with each outcome are shown in the cell corresponding to that row and
that column. By convention, of the two payoff numbers, the first is Row's payoff
and the second is Column's. For example, if Row chooses High and Column
chooses Right, the payoffs are 6 to Row and 4 to Column. For additional conve-
nience, we show everything pertaining to Row-player name, strategies, and
payoffs-in black, and everything pertaining to Column in red.

Remember that, in some games, most notably in sports contexts, the inter-
ests of the two sides are exactly the opposite of each other. Then, for each com-
bination of the players' choices, the payoffs of one can be obtained by reversing
the sign of the payoffs to the other. As noted in Chapter 2, we call these zero-
sum (or constant-sum) games.

In zero-sum games, we can simplify the game table by showing the payoffs
of just one player, generally the Row player. Those of the Column player are left
implicit. Figure 4.2 shows an example of this shorthand notation for a very sim-
plified version of a single play in (American) football. The team on the offense is
attempting to move the ball forward to improve its chances of kicking a field

COLUMN

Middle i

ROW

Top 3, 1 2,3 10,2

High 4\ ?n 6,4

Low 2,2 \4 12,3

Bottom 5,6 4,5 a7

FIGURE 4.1 Representinq a Simultaneous-Move Game in a Table
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DEFENSE

Run Fass Blitz

OFFENSE

Run 2 q 13

Short Pass 6 5.6 10.5

Medium Pass 6 4.5 1

Long Pass 10 3 -2

FIGURE 4.2 Represent ing a Zero-sum Simultaneous-Move Game in a Table

goal. It has four possible strategies: a run and one of three different-length

passes (short, medium, and long). The defense can adopt one of three strategies

to try to keep the offense at bay: a run defense, a pass defense, or a blitz of the

quarterback. The game is zero-sum; the offense tries to gain yardage while the

defense tries to prevent it from doing so. Suppose we have enough information

about the underlying strengths of the two teams to work out the probabilities of

completing different plays and to determine the average gain in yardage that

could be expected under each combination of strategies' For example' when Of-

fense chooses the Medium Pass and Defense counters with its Pass defense, we

estimate offense's payoff to be 4.5 (yards).2 Defense',s payoff is -4.5 (yards), but

this number is not explicitly shown in the table. The other cells similarly show

Offense's payoff with Defense's payoff implicit and equal to the negative of

whatever Offense receives.

To analyze simultaneous games, we need to consider how players choose their

actions. Return to the game table in Figure 4.1. Focus on one speciflc out-

come-namely, the one where Row chooses Low and Column chooses Middle;

payoffs there are 5 to Row and 4 to Column. Each player wants to pick an action

2Here is horv the payoffs for this case were constlucted.'When Offense chooses the Medium Pass

and Detense counters \,vith its pass defense, our estimate is that with probability 50% the pass

will be completed for a gain of I5 yards, with probability 40% the pass will fall incomplete (0 yards),

and with probability 10% the pass will be intercepted with a loss of 30 yards; this makes an average

of 0.5 x 15 + 0.4 x 0 + 0.1 x ( 30) : 4.5 yards' The numbers in the table were constructed by a

small panel of expert neighbors and friends convened by Dixit on one fall sunday afternoon' They

received a liouid consultancY fee.
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that yields her the highest payoff, and in this outcome each indeed makes such
a choice, given what her opponent chooses. Given that Row is choosing Low,
can Column do any better by choosing something other than Middte? \o, be-
cause Left would give her the payoff 2, and Right would give her 3, neirher of
which is better than the 4 she gets from Middle. Thus Middle is column's besr
response to Row's choice of Low. conversely, given that column is choosing
Middle, can Row do better by choosing something other than Low? Again no,
because the payoffs from switching to Top (2), High (3), or Bottom (4) would all
be no better than what Row gets with Low (5). Thus Low is Row's best response
to Column's choice of Middle.

The two choices, Low for Row and Middle for Column, have the property
that each is the chooser's best response to the other's action. If they were mak-
ing these choices, neither would want to switch to an],.thing different on her
own. By the deflnition of a noncooperative game, the players are making their
choices independently; therefore such unilateral changes are all that each
player can contemplate. Because neither wants to make such a change, it is nat-
ural to call this state of affairs an equilibrium. This is exactly the concept of
Nash equilibrium.

To state it a little more formally, a Nash Equilibrium3 in a game is a list of
strategies, one for each player, such that no player can get a better payoff by
switching to some other strategy that is available to her while all the other play-
ers adhere to the strategies specified for them in the list.

A. Some Further Explanation of the Concept of Nash Equilibrium

To understand the concept of Nash equilibrium better, we take another look at
the game in Figure 4.1. Consider now a cell other than (Low, Middle)-say, the
one where Row chooses High and Column chooses Left. Can this be a Nash
equilibrium? No, because, if Column is choosing Left, Row does better to
choose Bottom and get the payoff 5 rather than to choose High, which gives her
only 4. Similarly, (Bottom, Left) is not a Nash equilibrium, because Column can
do better by switching to Right, thereby improving her payoff from 6 to 9.

The definition of Nash equilibrium does not require equilibrium choices to
be strictly better than other available choices. Figure 4.3 is the same as Figure 4.1

3This concept is named for the mathematician and economist Iohn Nash, who developed it in
his doctoral dissertation at Princeton in i949. Nash also proposed a solution to cooperative games,
which we consider in Chapter 17. He shared the 1994 Nobel Prize in economics with two other game
theorists, Reinhard Selten and John Harsanyi; we will treat some aspects of their work in Chapters 9
and 10. Sylvia Nasar's biography of Nash, A Beautiful Mind (New York: Simon & Schuster, ig98), was
the (loose) basis for a movie starring Russell Crowe. Unfortunately, the movie's attempt to explain
the concept of Nash equilibrium is hopelessly wrong. We explain this failure in Exercise 12 of this
chapter and in Exercise g ofChapter 8.
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COLUMN

Left , Rrght

Row

Top 3,1 2,5 10,2

High 4,5 3,0 6,4

Low 1a 12,3

Bottom 5,6 9,7

FIGURE 4.3 Variat ion on Game of Figure 4.1 with a Tie in Payoffs

except that Row's payoff from (Bottom, Middle) is changed to 5, the same as that

from (Low, Middle). It is still true that, given Column's choice of Middle, Row

cottld not do anybetterthan she does when choosing Low. So neither player has a

reason to change her action when the outcome is (LoW Middle), and that quali-

fies it for a Nash equilibrium.a
More importantly, a Nash equilibrium does not have to be jointly best for

the players. In Figure 4.1, the strategy pair (Bottom, Right) gives payoffs (9, 7),

which are better for both players than the (5, 4) of the Nash equilibrium. How-

ever, playing independently, they cannot sustain (Bottom, Right). Given that

Column plays Right, Rowwould want to deviate from Bottom to Low and get 12

instead of 9. Getting the jointly better payoffs of (9, 7) would require cooperative

action that made such "cheating" impossible. We examine this type of behavior

later in this chapter and in more detail in Chapter 11. For noq we merely point

out the fact that a Nash equilibrium may not be in the joint interests of the

players.
To reinforce the concept of Nash equilibrium, look at the football game of

Figure 4.2.If the Defense is choosing the Pass defense, then the best choice for

the Offense is Short Pass (payoff of 5.6 versus 5, 4.5, or 3). Conversely, if the Of-

fense is choosing the Short Pass, then the Defense's best choice is the Pass

defense-it holds the Offense down to 5.6 yards, whereas the Run defense and

the Blitz would be expected to concede 6 and 10.5 yards, respectively. (Remem-

ber that the entries in each cell of a zero-sum game are the Row player's payoffs;

therefore the best choice for the Column player is the one that yields the small-

est number, not the largest.) In this game, the strategy combination (Short Pass,

Pass defense) is a Nash equilibrium, and the resulting payoff to the Offense is

5.6 yards.

4But note that (Bottom, Middle) with the payoffs of (5, 5) is not itself a Nash equiiibrium. If Row

was choosing Bottom, Column's oltm best choice would not be Middie; she could do better by

choosing Right. In fact, you can check all the other cells in the table to verify that none of them can

be a Nash equilibrium.
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How does one find Nash equilibria in games? One can alwar-s check every
cell to see if the strategies that generate it satis$r the definition of a \asl"r equi-
librium. Such cell-by-cell-inspection or enumeration is foolproof, but tedious,
and unmanageable except in simple games or unless one is using a good com-
puter program for finding equilibria. Luckily, there are many other methods,
applicable to special types of games, that not only find Nash equilibria more
quickly when they apply, but also give us a better understanding of the process
of thinking by which beliefs and then choices are formed. We develop several
such methods in later sections.

B. Nash Equilibrium As a System of Beliefs and Choices

Before we proceed with further study and use of the Nash equilibrium concept,
we should try to clariff something that may have bothered some of you. We said
that in a Nash equilibrium each player chooses her "best response" to the
other's choice. But the two choices are made simultaneously. Hou, can one re-
spondto something that has not yet happened, at least when one does not know
what has happened?

People play simultaneous-move games all the time and do make choices.
To do so, they must find a substitute for actual knowledge or observation of the
others' actions. Players could make blind guesses and hope that they turn out to
be inspired ones, but luckily there are more systematic ways to try to figure out
what the others are doing. One method is experience and observation-if the
players play this game or similar games with similar players all the time, they
may develop a pretty good idea of what the others do. Then choices that are not
best will be unlikely to persist for long. Another method is the logical process of
thinking through the others' thinking. You put yourself in the position of other
players and think what they are thinking, which of course includes their putting
themselves in your position and thinking what you are thinking. The logic
seems circular, but there are several ways of breaking into the circle, and we
demonstrate these ways by using speciflc examples in the sections that follow.
Nash equilibrium can be thought of as a culmination of this process of thinking
about thinking, where each player has correctly figured out the others' choice.

VVhether by observation or logical deduction or some other method, you the
game player acquire some notion of what the others are choosing in simultaneous-
move games. It is not easy to find a word to describe the process or its outcome. It is
not anticipation, nor is it forecasting, because the others' actions do not lie in the
future but occur simultaneouslywith your own. The word most frequently used by
game theorists is belief. This word is not perfect either, because it seems to connote
more confldence or certainty than is intended; in fact, in Chapter 5, we allow for the
possibility that beliefs are held with some uncertainty. But for lack of a better word,
it will have to suffice.
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Now think of \ash equilibrium in this light. We defined it as a configuration
of strategies such thar eacl-r player's strategy is her best response to that of the
others. If she does nor knor'r, the actual choices of the others but has beliefs
about them, in \ash eqr-riiibrium those beliefs would have to be correct-the
others' actuai acriot-ts should be just what you believe them to be. Thus we can
define Nash eqtrilibrium in an alternative and equivalent way: it is a set of
strategies, one ior each player, such that (1) each player has correct beliefs
about the srraregies of the others and (2) the strategy of each is the best for her-
self, gir en i-ier beliefs aborit the strategies of the others.

This rr ar of thinking about Nash equilibrium has two advantages. First, the
cor-rcepi of "best response" is no longer logically flawed. Each player is choosing
her best response, not to the as yet unobseled actions of the others, but only to
her orrrt already formed beliefs about their actions. Second, in Chapters 7 and 8,
rrhere we allow mixed strategies, the randomness in one player's strategy may
be better interpreted as uncertainty in the other players' beliefs about this
player's action. For now, we proceed by using both interpretations of Nash
equilibrium in parallel.

You might think that formation of correct beliefs and calculation of best re-
sponses is too daunting a task for mere humans. We discuss some criticisms of
this kind, as well as empirical and experimental evidence concerning Nash
equilibrium, in Chapter 5 for pure strategies and Chapters 7 and B for mixed
strategies. For now, we simply say that the proof of the pudding is in the eating.
We develop and illustrate the Nash equilibrium concept by applying it. We hope
that seeing it in use will prove a better way to understand its strengths and
drawbacks than would an abstract discussion at this ooint.

Some games have a special property that one strategy is uniformly better than
or , rorse than another. \.44ren this is the case, it provides one way in which the
search for Nash equilibrium and its interpretation can be simplifled.

The n ell-known game of the prisoners' dilemma illustrates this concept
well. Consider a story line of the type that appears regularly in the television pro-
gram ,\T?D Biue. Suppose that a husband and wife have been brought to the
precinct under the suspicion that they were conspirators in the murder of a
young woman. Detectives Sipowicz and Clark place the suspects in separate de-
tention rooms and interrogate them one at a time. There is little concrete evi-
dence linking the pair to the murder, although there is some evidence that they
were involved in kidnapping the victim. The detectives explain to each suspect
that they are both looking at jail time for the kidnapping charge, probably 3
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years, even if there is no confession from either of them. In addition. rhe hus-

band and wife are told individually that the detectives "know" what happened

and "know" how one had been coerced by the other to participate in the cnme; it

is implied that jail time for a solitary confessor will be significantly reduced if the

whole story is committed to paper. (In a scene from virtually every episode, the

yellow legal pad and a pencil are produced and placed on the table at this poirt.l

Finally, they are told that, if both confess, jail terms could be negotiated dorrrr

but not as much as theywould be if there were one confession and one denial.

Both husband and wife are then players in a two-person, simultaneous-move
game in which each has to choose between confessing and not confessing to the

crime of murder. They both know that no confession leaves them each with a

3-year jail sentence for involvement with the kidnapping. They also know that, if

one of them confesses, he or she will get a short sentence of I year for cooperating

with the police, while the other will go to jail for a minimum of 25 years. If both

confess, they figure that they can negotiate for jail terms of 10 years each.

The choices and outcomes for this game are summarized by the game table

in Figure 4.4.The strategies Confess and Deny can also be called Defect and Co-

operate to capture their roles in the relationship between the two players; tht;s

Defect means to defect from any tacit arrangement with the spouse, and Coop-

erate means to take the action that helps the spouse (not cooperate with the

cops).
Payoffs here are the lengths of the jail sentences associated with each out-

come; so low numbers are better for each player. In that sense, this example dif-

fers from most of the games that we analyze in which large payoffs are good

rather than bad. We take this opportunity to alert you that "large is good" is not

always true. VVhen payoff numbers indicate players' rankings of outcomes, peo-

ple often use I for the best alternative and successively higher numbers for suc-

cessivelyworse ones. A1so, in the table for a zero-sum game that shows only one
player's bigger-is-better payoffs, smaller numbers are better for the other. In the
prisoners' dilemma here, smaller numbers are better for both. Thus, if you ever

write a payoff table where large numbers are bad, you should alert the reader by
pointing it out clearly. And, when reading someone else's example, be aware of

the nossibiliw.

WIFE

Deny (Cooperate)

HUSBAND
Confess (Defect) 1Oyr,10Yr 1 yr,25 yr

Deny (Cooperate) 25 yr, 1 Yr 3 yr ,3 yr

FlGURE4.4 Pr isoners 'Di lemma
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Now consider the prisoners' dilemma game in Figure 4.4 from the hus-
band's perspective. He has to think about what the wife will choose. Suppose he
believes that she nili confess. Then his best choice is to confess; he gets a sen-
tence of only l0 \-ears, when denial would have meant 25 years. \Mhat if he be-
lieves the wife n-ill deny? Again, his own best choice is to confess; he gets only I
year instead of the 3 that his own denial would bring in this case. Thus, in this
special game, Confess is better than Deny for the husband regardless of his belief
about tlte wife's choice. We say that, for the husband, the strategy Confess is a
dominant strategy or that the strategy Deny is a dominated strategy. Equiva-
lentlr', rve could say that the strategy Confess dominates the strategy Deny or
that the strategy Deny is dominatedby the strategy Confess.

If an action is clearly best for a player, no matter what the others might be
doing, then there is compelling reason to think that a rational player would
choose it. And, if an action is clearly bad for a player, no matter what the others
might be doing, then there is equally compelling reason to think that a rational
player would avoid it. Therefore dominance, when it exists, provides a com-
pelling basis for the theory of solutions to simultaneous-move games.

A. Both Players Have Dominant Strategies

In the preceding prisoners' dilemma, dominance should lead the husband to
choose Confess. Exactly the same logic applies to the wife's choice. Her own
strategy Confess dominates her own strategy Deny; so she also should choose
Confess. Therefore (Confess, Confess) is the outcome predicted for this game.
Note that it is a Nash equilibrium. (In fact it is the only Nash equilibrium.) Each
player is choosing his or her own best strategy.

In this special game, the best choice for each is independent of whether
their beliefs about the other are correct-that is the meaning of dominance-
but each, attributing to the other the same rationality as he or she practices,
should be able to form correct beliefs. And the actual action of each is the best
response to the actual action of the other. Note that the fact that Confess domi-
nates Deny for both players is completely independent of whether they are ac-
tually guilty, as in many episodes of NYPD Blue, or are being framed, as
happened in the movie IA Confidential.It only depends on the pattern of pay-
offs dictated by the various sentence lengths.

Any game with the same general payoff pattern as that illustrated in Figure
4.4 is given the generic label "prisoners' dilemma." More specifically, a prison-
ers' dilemma has three essential features. First, each player has two strategies:
to cooperate with one's rival (deny any involvement in the crime, in our exam-
ple) or to defect from cooperation (confess to the crime, here). Second, each
player also has a dominant strategy (to confess or to defect from cooperation).
Finally, the dominance solution equilibrium is worse for both players than the
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nonequiliblium situation in which each plays the dominated strategl to coop-

erate with rivals).
Games of this type are particularly important in the study of game theon' for

two reasons. The first is that the payoff structure associated with the prisotrers'

dilemma arises in many quite varied strategic situations in economic, social,

political, and even biological competitions. This wide-ranging applicabilin

makes it an important game to study and to understand from a strategic stand-

point. The whole of Chapter 11 and sections in several other chapters deal with

its study.
The second reason that prisoners' dilemma games are integral to any dis-

cussion of games of strategy is the somewhat curious nature of the equilibrium

outcome achieved in such games. Both players follow conventional wisdom in

choosing their dominant strategies, but the resulting equilibrium outcome

yields them payoffs that are lower than they could have achieved if they had

each chosen their dominated strategies. Thus the equilibrium outcome in the

prisoners' dilemma is actually a bad outcome for the players' Thev could flnd

another outcome that they both prefer to the equilibrium outcome; the prob-

lem is how to guarantee that someone will not cheat, This particular feature of

the prisoners' dilemma has received considerable attention from game theorists

who have asked an obvious question: \.\Ihat can players in a prisoners' dilemma

do to achieve the better outcome? We leave this question to the reader momen-

tarily, as we continue the discussion of simultaneous games, but return to it in

detail in Chapter 11.

B. One Player Has a Dominant Strategy

V\4een a rational player has a dominant strategy, she will use it, and the other

player can safely believe this. In the prisoners' dilemma, it applied to both play-

ers. In some other games, it applies only to one of them. If you are playing in a

game in which you do not have a dominant strategy but your opponent does,

you can assume that she will use her dominant strategy and so you can choose

your equilibrium action (your best response) accordingly'

We illustrate this case by using a game frequently played between the Con-

gress, which is responsible for fiscal policy (taxes and government expendi-

tures), and the Federal Reserve (Fed), which is in charge of monetary policy

(primarily, interest rates).s Simplifying the game to its essential features, the

Congress's flscal policy can have either a balanced budget or a deficit, and the

Fed can set interest rates either high or low. in reality, the game is not clearly

ssimilar games are played in many other countries with central banks that have operational in-

dependence in the choice of monetary policy. Fiscal policies may be chosen by different political

entities-the executive or the legislature-in different countries'
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simultaneous; nor is rvho has the first move obvious if choices are sequential.

We consider the simultaneous-move version here, and in Chapter 6 study how

the outcomes differ for different rules of the game.

Almost even'one wants lower taxes. But there is no shortage of good claims

on government funds: defense, education, health care, and so on. There are

also various politically powerful special interest groups-including farmers

and industries hurt by foreign competition-who want government subsidies'

Therefore the Congress is under constant pressure both to lower taxes and to

increase spending. But such behavior runs the budget into deficit, which can

lead to higher inflation. The Fed's primary task is to prevent inflation. How-

ever, it also faces political pressure for lower interest rates from many impor-

tant groups, especially homeowners who benefit from lower mofigage rates.

Lorver interest rates lead to higher demand for automobiles, housing, and capi-

tal investment by firms, and all this demand can cause higher inflation. The

Fed is generally happy to lower interest rates but only so long as inflation is not

a threat. And there is less threat of inflation when the govelnment's budget is

in balance. With all this in mind, we construct the payoff matrix for this game

in Figure 4.5.
Congress likes best (payoff 4) the outcome with a budget deficit and low in-

terest rates. This pleases all the immediate political constituents. It may entail

trouble for the future, but political time horizons are short. For the same reason,

Congress likes worst (payoff 1) the outcome with a balanced budget and high

interest rates. Of the other two outcomes, it prefers (payoff 3) the outcome with

a balanced budget and low interest rates; this outcome pleases the important

home-owning middle classes and, with low interest rates, less expenditure is

needed to service the government debt, so the balanced budget still has room

for many other items of expenditure or for tax cuts.

The Fed likes worst (payoff 1) the outcome with a budget deficit and low in-

terest rates, because this combination is the most inflationary. It likes best (pay-

off 4) the outcome with a balanced budget and low interest rates, because this

combination can sustain a high level of economic activity without much risk of

inflation. Comparing the other two outcomes with high interest rates, the Fed

prefers the one with budget balance because it reduces the risk of inflation.

FEDERAL RESERVE

Low interest rates High interest rates

Budget balance 3,4 1,3

L(JN(Jl{E55
Budget deficit 4,1 2,2

FIGURE 4.5 Game of Fiscal and Monetary Policies
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We look now for dominant strategies in this game. The Fed does better by
choosing low interest rates if it believes that the Congress is opting for budget
balance (Fed's payoff 4 rather than 3), but it does better choosing high interest
rates if it believes that the Congress is choosing to run a budget deficit 'Fed's
payoff 2 rather than 1). The Fed, then, does not have a dominant strategr-. But
the Congress does. If the Congress believes that the Fed is choosing low interest
rates, it does better for itself by choosing a budget deficit rather than budget bal-
ance (Congress's payoff 4 instead of 3). If the Congress believes that the Fed is
choosing high interest rates, again it does better for itself by choosing a budget
deficit rather than budget balance (Congress's payoff 2 instead of 1). Choosing
to run a budget deflcit is then Congress's dominant strategy.

The choice for the Congress in the game is now clear. No matter what it be-
lieves the Fed is doing, the Congress will choose to run a budget deficit. The Fed
can now take this choice into account when making its otm decision. The Fed
should believe that the Congress will choose its dominant strategy (budget

deficit) and choose the best strategy for itsell given this belief. That means that
the Fed should choose high interest rates.

In this outcome, each side gets payoff 2. But an inspection of Figure 4.5
shows that, just like in the prisoners' dilemma, there is another outcome-
namely, a balanced budget and low interest rates-that can give both players
higher payoffs-namely, 3 for the Congress and 4 for the Fed. \t\4ry is that out-
come not achievable as an equilibrium? The problem is that Congress would be
tempted to deviate from its stated strategy and sneakily run a budget deflcit.
The Fed, knowing this temptation and that it would then get its worst outcome
(payoff 1), deviates also to its high interest rate strategy. In Chapters 6 and 10,
we consider how the two sides can get around this difficulty to achieve their
mutually preferred outcome. But we should note that, in most countries and at
many times, the two policy authorities are indeed stuck in the bad outcome; the
flscal policy is too loose, and the monetary policy has to be tightened to keep in-
flation do'wm.

C. Successive Elimination of Dominated Strategies

The games considered so far have had only two pure strategies available to each
player. In such games, if one strategy is dominant, the other is dominated; so
choosing the dominant strategy is equivalent to eliminating the dominated one.
In larger games, some of a player's strategies may be dominated even though no
single strategy dominates all of the others. If players flnd themselves in a game
of this type, they may be able to reach an equilibrium by removing dominated
strategies from consideration as possible choices. Removing dominated strate-
gies reduces the size of the game, and then the "new" game may have another
dominated strategy, for the same player or for her opponent, that can also be
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removed. Or the "nelr" game may even have a dominant strategy for one of the

players. Successive or iterated elimination of dominated strategies uses this

process of remor-al of dominated strategies and reduction in the size of a game

until no further reductions can be made. If this process ends in a unique out-

come, then the game is said to be dominance solvable; that outcome is the

Nash equilibrium of the game, and the strategies that yield it are the equilib-

rium strategies for each player.
We can use the game of Figure 4.1 to provide an example of this process.

Consider flrst Row's strategies. If any one of Row's strategies always provides

worse par-offs for Row than another of her strategies, then that strategy is

dominated and can be eliminated from consideration for Row's equilibrium

choice. Here, the only dominated strategy for Row is High, which is domi-

nated by Bottom; if Column plays Left, Row gets 5 from Bottom and only 4

from High; if Column plays Middle, Row gets 4 from Bottom and only 3 from

High; and, if Column plays Right, Row gets 9 from Bottom and only 6 from

High. So we can eliminate High. We now turn to Column's choices to see if

any of them can be eliminated. We find that Column's Left is now dominated

by Right (with similar reasoning, I I 2, 2 < 3, and 6 < 7). Note that we could

not say this before Row's High was eliminated; against Row's High, Column

would get 5 from Left but only 4 from Right. Thus the first step of eliminating

Row's High makes possible the second step of eliminating Column's Left.

Then, within the remaining set of strategies (Top, Low and Bottom for Row,

and Middle and Right for Column), Row's Top and Bottom are both domi-

nated by his Low. \Mhen Row is left with only Low, Column chooses his best

response-namely, Middle.
The game is thus dominance solvable, and the outcome is (Low, Middle)

with payoffs (5, 4). We identified this outcome as a Nash equilibrium when we

flrst illustrated that concept by using this game. Now we see in better detail the

thought process of the players that leads to the formation of correct beliefs. A

rational Row will not choose High. A rational Column will recognize this, and

thinking about how her various strategies perform for her against Row's re-

maining strategies, will not choose Left. In turn, Row will recognize this, and

therefore will not choose either Top or Bottom. Finally, Column will see through

all this, and choose Middle.
Other games may not be dominance solvable or successive elimination of

dominated strategies may not yield a unique outcome. Even in such cases,

some elimination may reduce the size of the game and make it easier to solve by

using one or more of the techniques described in the following sections. Thus

eliminating dominated strategies can be a useful step toward solving a large

simultaneous-play game, even when their elimination does not completely

solve the game.
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Thus far in our consideration of iterated elimination of dominated strate-
gies, all the payoff comparisons have been unambiguous. \Mhat if there are
some ties? Consider the variation on the preceding game that is shoum in Figure
4.3. In that version of the game, High (for Row) and Left (for Column.) also are
eliminated. And, at the next step, Low still dominates Top. But the dominance
of Low over Bottom is nowless clear-cut. The two strategies give Row equal par -

offs when played against Column's Middle, although Low does give Ron a
higher payoff than Bottom when played against Column's Right. We say that,
from Row's perspective at this point, Low weakly dominates Bottom. In con-
trast, Low strictly dominates Top, because it gives strictly higher payoffs than
does Top when played against both of Column's strategies, Middle and Right,
under consideration at this point.

We give a more precise definition of the distinction between strict and weak
dominance in the Appendix to this chapter. Here, though, rve provide a word of
warning. Successive elimination of weakly dominated strategies can get rid of
some Nash equilibria.

Consider the game illustrated in Figure 4.6. For Row, Up is r,r'eaklv domi-
nated by Do".rm; if Column plays Left, then Row gets a better payoff b-v playing

Dorm than by playing Up, and, if Column plays Right, then Row gets the same
payoff from her two strategies. Similarly, for Column, Right weakly dominates
Left. Dominance solvability then tells us that (Down, Right) is a Nash equilib-
rium. That is true, but (Dor,r,rr, Left) and (Up, Right) also are Nash equilibria.
Consider (Dor.tm, Left). \Mhen Row is playng Down, Column cannot improve
her payoff by switching to Right, and, when Column is playing Left, Row's best
response is clearly to play Down. A similar reasoning verifles that (Up, Right)
also is a Nash equilibrium.

Therefore, if you use weak dominance to eliminate some strategies, it is a
good idea to make a quick cell-by-cell check to see if you have missed any other
equilibria. The iterated dominance solution seems to be a reasonable outcome
to predict as the likely Nash equilibrium of this simultaneous-play game, but it
is also important to consider the significance of multiple equilibria as well as of

COLUMN

Left, Right

ROW
Up 0,0 l,  1

Down 1, '.l l ,1

FIGURE 4.6 El imination of Weakly Dominated Strategies
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the other equilibria themselves. We address these issues in later chapters, taking
up a discussion of nrultiple equilibria in Chapter 5 and the interconnections be-
fvveen sequential- and simultaneous-move games in Chapter 6.

:

Manr- simultaneous-move games have no dominant strategies and no domi-
nated strategies. Others may have one or several dominated strategies, but iter-
ated elimination of dominated strategies will not yield a unique outcome. In
slrch cases, we need a next step in the process of finding a solution to the game.
\\-e are still looking for a Nash equilibrium in which every player does the best
she can, given the actions of the other player(s), but we must now rely on more
sr,rbtle strategic thinking than the simple elimination of dominated strategies
requires.

Here, we develop another systematic method for flnding Nash equilibria
that will prove very useful in later analysis. We begin without imposing a re-
quirement of correctness of beliefs. We take each player's perspective in turn
and ask the following question: For each of the choices that the other player(s)
might be making, what is the best choice for this player? Thus we flnd the best
responses of each player to all available strategies of the others. Mathematically,
we find each player's best-response strategy, depending on, or as a function of,
the other players' available strategies.

Return to the game of Figure 4.1, reproduced as Figure 4.7, and consider Row
flrst. If Column chooses Left, Row's best response is Bottom, yielding 5. We show
this best response by circling that payoff in the game table. If Column chooses
Middle, Row's best response is Low (also yielding 5). And, if Column chooses
Right, Row's best choice is again Low (nowyielding 12). As before, we show Row's
best choices by circling the appropriate payoffs. Similarly, Column's best re-

COLUMN

Left Middle Right

ROW

Top 3, 1 r(it
-\1,/ 10,2

High z/A
-\!-/

3 ,0 6,4

Low 2,2 @ /1 A\ 2
\9,-

Bottom I ), 'O 4,5 e@

FIGURE 4.7 Best Response Analvsis
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sponses are sho\^n by circling her payoffs 3 (Middle as best response to Row's
Top), 5 (Left to High), a (Middle to Low), and 7 (Right to Bottom).6 We see *rar one
cell-namely, (Low, Middle)-has both its payoffs circled. Therefore the strate-
gies Low for Row and Middle for Column are simultaneously best responses to
each other. We have found the Nash equilibrium of this game. (Again.)

Best-response analysis is a comprehensive way of locating all possible
Nash equilibria of a game. You should improve your understanding of it by tn -
ing it out on the other games that have been used in this chapter. The cases of
dominance are of particular interest. If Row has a dominant strategy, that same
strategy is her best response to all of Column's strategies; therefore her best re-
sponses are all lined up horizontally in the same row. Similarly, if Column has a
dominant strategy, her best responses are all lined up vertically in the same col-
umn. You should see for yourself how the Nash equilibria of the preceding pris-
oners' dilemma and Congress-Fed games emerge from such a drawing.

There will be some games for which best-response analr,sis does not find a
Nash equilibrium, just as dominance solvability sometimes fails. But in this case
we can say something more specific than can be said when dominance fails. \.Vhen
best-response analysis of a discrete strategy game does not find a Nash equilib-
rium, then the game has no equilibrium in pure strategies. We address games of
this gpe in Section B of this chapter. In Chapter 5, we extend best-response analy-
sis to games where the players' strategies are continuous variables-for example,
prices or advertising expenditures. There, we construct best-response curues to
help us flnd Nash equilibria, and we see that such games are less likely-by virtue
of the continuity of strategy choices-to have no equilibrium.

For zero-sum games, an alternative to best-response analysis works by using
the special logic of strict conflict that exists in such games. This approach, the
minimax method, works only for zero-sum games and relies on a thought
process that accounts for the fact that outcomes that are good for one player

GAlternatively and equivalently, one could mark in some way the choices that are nor made. For
example, in Figure 4.3, Row will not choose Top, High, or Bottom as responses to Column's Right;
one could show this by drawing slashes through Row's payoffs in these cases, respectively, I0, 6, and
9. When this is done for all strategies of both players, (Low, Middle) has both of its payoffs un-
slashed; it is then the Nash equilibrium of the game. The alternatives of circling choices that are
made and slashing choices that are not made stand in a conceptually similar relation to each other,
as do the alternatives of showing chosen branches by arrows and pruning unchosen branches for
sequential-move games. We prefer the flrst alternative in each case, because the resulting picture
looks cleaner and tells the story better.

c*f
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are, by definition, bad for the other. In this method, each player is assumed to
choose her strategl br thinking: "Would this be the best choice for me, even if
the other plaver found out that I was playing it?" She must then consider her op-
ponent's best response to her chosen strategy. But in a zero-sum game, that
best response is tire \\'orst one for her. In other words, each player believes that
her opponerir rrjl l choose an action that yields her the worst possible conse-
quences of each of her or.rm actions. Then acting on those beliefs she should
choose the action that leads to the least-bad outcome.

This logic may seem extremely pessimistic, but it still relies on a tlpe of
best-response calculation and it is appropriate for finding the equilibrium of a
zero-suln game. In equilibrium, each player is choosing her own best response,
gilen her beliefs about what the other will do. In anticipating such best re-
sponses, each player will expect to receive the worst payoff associated with each
action and will choose her own action accordingly. She is thus choosing her best
payoff from among the set of worst payoffs.

Suppose the payoff table shows the row player's payoffs, and Row wants the
outcome to be a cell with as high a number as possible. Then Column wants the
outcome to be a cell with as low a number as possible. Using the pessimistic
logic just described, Row figures that, for each of her rows, Column will choose
the column with the lowest number in that row. Therefore Row should choose
the row that gives her the highest among these lowest numbers, or the maxi-
mum among the minima-the maximin for short. Similarly, Column reckons
that, for each of her columns, Row will choose the row with the largest number
in that column. Then Column should choose the column with the smallest
number among these largest ones, or the minimum among the maxima-the
minimax. If Row's maximin value and Column's minimaxvalue are in the same
cell of the game table, then that outcome is a Nash equilibrium of the zero-sum
game. This method of finding equilibria in zero-sum games should be called the
maximin-minimax method, but it is called simply Ihe minimax method for
short. It will lead you to a Nash equilibrium in pure strategies if one exists.

To illustrate the minimax method, we use the football example of Figure 4.2.
We already know the Nash equilibrium for that game, but now we obtain it by
using the minimax method. We reproduce the game table in Figure 4.8, adding
information that pertains to the minimax argument.

Begin by finding the lowest number in each row (the offense's worst
payoff from each strategy) and the highest number in each column (the

defense's worst payoff from each strategy). The offense's worst payoff from
Run is 2; its worst payoff from Short Pass, 5.6; its worst payoff from Medium
Pass, 1; and its worst payoff from Long Pass, -2. We write the minimum for
each row at the far right of that row. The defense's worst payoff from Run is
10; its worst payoff from Pass, 5.6; and its worst payoff from Blitz, 13. We
write the maximum for each column at the bottom of that column.

http://freepdf-books.com



DEFENSE

OFFENSE

Run 5 13

Short Pass 6 5.6 10.5

Medium Pass 6 4.5 I

Long Pass 10 3 -2

max=10 max=5.6 max=13

THREE PLAYERS 1O1

min=2

min = 5.6

min=1

min = -2

FIGURE 4.8 The Minimax Method

The next step is to find the best of each player's worst possible outcomes,
the largest row minimum and the smallest column maximum. The largest of the
row minima is 5.6; so the offense can ensure itself a gain of 5.6 yards by playing
the Short Pass; this is its maximin. The lowest of the column maxima is 5.6; so
the defense can be sure of holding the offense dornm to a gain of 5.6 yards by de-
ploying its Pass defense. This is the defense's minimax.

Looking at these two strategy choices, we see that the maximin and mini-
maxvalues are found in the same cell of the game table. Thus the offense's max-
imin strategy is its best response to the defense's minimax and vice versa; we
have found the Nash equilibrium of this game. That equilibrium entails the of-
fense attempting a Short Pass while the defense defends against a Pass. A total
of 5.6 yards will be gained by the offense (and given up by the defense).

The minimax method may fail to find an equilibrium in some zero-sum
games. If so, then our conclusion is similar to that when best-response analysis
fails: the game has no Nash equilibrium in pure strategies. we address this mat-
ter later in this chapter and examine mixed strategy equilibria in Chapters 7 and
8. And, to repeat, the minimax method cannot be applied to non-zero-sum
games. In such games, your opponent's best is not necessarily your worst.
Therefore the pessimistic assumption that leads you to choose the strategy that
makes your minimum payoff as large as possible may not be your best strategy.

so far, we have analyzed only games between two players. All of the methods of
analysis that have been discussed, however, can be used to find the pure-
strategy Nash equilibria of any simultaneous-play game among any number of
players. \Mhen a game is played by more than two players, each of whom has a
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relatively small number of pure strategies, the analysis can be done with a game

table, as we did in the first five sections of this chapter.

In Chapter 3, rve described a game among three players, each of whom had

two pure strategies. The three players, Emily, Nina, and Talia, had to choose

whether to contribute toward the creation of a flower garden for their small

street. We assumed there that the garden when all three contributed was no bet-

ter than rvhen only two contributed and that a garden with just one contributor

was so sparse that it was as bad as no garden at all. Now, let us suppose instead

that the three players make their choices simultaneously and that there is a

somen'hat richer variety of possible outcomes and payoffs. In particular, the

size and splendor of the garden will now differ according to the exact number of

contributors; three contributors will produce the largest and best garden, two

contributors will produce a medium garden, and one contributor will produce a

small garden.
Suppose Emily is contemplating the possible outcomes of the street-

garden game. There are six possibilities to consider. Emily can choose either

to contribute or not to contribute when both Nina and Talia contribute or

when neither of them contributes or when just one of them contributes.

From her perspective, the best possible outcome, with a rating of 6, would be

to take advantage ofher good-hearted neighbors and to have both Nina and

Talia contribute while she does not. Emily could then enjoy a rnedium-sized

garden without putting up her own hard-earned cash. If both of the others

contribute and Emily also contributes, she gets to enjoy a large, very splendid
garden but at the cost of her own contribution; she rates this outcome

second-best, or 5.
At the other end of the spectrum are the outcomes that arise when neither

Nina nor Talia contributes to the garden. If that is the case, Emily would again
prefer not to contribute, because she would foot the bill for a public garden that

everyone could enjoy; she would rather have the flowers in her own yard. Thus,

when neither other player is contributing, Emily ranks the outcome in which

she contributes as a I and the outcome in which she does not as a 2.

In between these cases are the situations in which either Nina or Talia con-

tributes to the flower garden but not both. VVhen one of them contributes, Emily

knows that she can enjoy a small garden without contributingi she also feels

that the cost of her contribution outweighs the increase in beneflt that she gets

from being able to increase the size of the garden. Thus she ranks the outcome

in which she does not contribute, but still enjoys the small garden, as a 4 and

the outcome in which she does contribute, to provide a medium garden, as a 3.

Because Nina and Talia have the same views as Emily on the costs and benefits

of contributions and garden size, each of them orders the different outcomes in

the same way-the worst outcome being the one in which each contributes and

the other two do not, and so on.
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FIGURE 4.9 Street Garden Game

If all three women decide whether to contribute to the garden without
knowing what their neighbors will do, we have a three-person simultaneous-
move game. To find the Nash equilibrium of the game, we then need a game
table. For a three-player game, the table must be three-dimensional and the
third player's strategies correspond to the new dimension. The easiest way to
add a third dimension to a two-dimensional game table is to add pages. The
first page of the table shows payoffs for the third player's first strategy, the sec-
ond page shows payoffs for the third player's second strategy, and so on.

We show the three-dimensional table for the street-garden game in Figure
4.9. It has two rows for Emily's two strategies, two columns for Nina's two
strategies, and two pages for Talia's two strategies. We show the pages side by
side so that you can see everything at the same time. In each cell, payoffs are
listed for the row player flrst, the column player second, and the page player

third; in this case, the order is Emily, Nina, Talia.
Our first test should be to determine whether there are dominant strate-

gies for any of the players. In one-page game tables, we found this test to be
simple; we just compared the outcomes associated with one of a player's

strategies with the outcomes associated with another of her strategies. In
practice this comparison required, for the row player, a simple check within
columns of the single page of the table and vice versa for the column player.
Here, we must check in both pages of the table to determine whether any
player has a dominant strategy.

For Emily, we compare the two rows of both pages of the table and note
that, when Talia contributes, Emily has a dominant strategy not to contribute,
and, when Talia does not contribute, Emily also has a dominant strategy not to
contribute. Thus the best thing for Emily to do, regardless of what either of the
other players does, is not to contribute. Similarly, we see that Nina's dominant
strategy-in both pages of the table-is not to contribute. lVhen we check for a
dominant strategy for Talia, we have to be a bit more careful. We must com-
pare outcomes that keep Emily's and Nina's behavior constant, checking
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Talia's payoffs fron choosing Contribute versus Don't. That is, we compare

cells across pages of the table-the top-left cell in the first page (on the left)

with the top-left cell in the second page (on the right), and so on. As for the first

two players, this process indicates that Talia also has a dominant stlategy not

to contribute.
Each plaler in this game has a dominant strategy, which must therefore be

her equilibrrum pure stlategy. The Nash equilibrium of the street-garden game

entails all three players choosing not to contribute to the street garden and get-

ting their second-worst payoffs; the garden is not planted, but no one has to

contribure either.
\otice that this game is yet another example of a prisoners' dilemma. There

ls a unique Nash equilibrium in which all players receive a payoff of 2. Yet there

is another outcome in the game-in which all three neighbors contribute to the

garden-that for all three players yields higher payoffs of 5. Even though it

n-ould be beneficial to each of them for all to pitch in to build the garden, no one

has the individual incentive to do so. As a result, gardens of this type are either

not planted at all or paid for through tax dollars-because the town government

can require its citizens to pay such taxes. In Chapter 12,we will encounter more

such dilemmas of collective action and study some methods for resolving them.

The Nash equilibrium of the game can also be found using the cell-by-cell

inspection method. For example, consider another cell in Figure 4.9-say, the

one where Emily and Nina contribute but Talia does not, with the payoffs

(3, 3, 6). \l,/hen Emily considers changing her strategy, as the row player she can

change only the row position of the game's outcome. Emily can move the out-

come only from a given cell in a given row, column, and page to another cell in

a different row but the same column and same page of the table. If she does

that in this instance, she improves her payoff from 3 to 4. Similarly, Nina can

change only the column position of the outcome, moving it to a cell in another

column but in the same row and same page of the table. Doing so improves

Nina's payoff from 3 to 4. Finally, Talia can change only the page position of

the game's outcome. She can move the outcome to a different page, but the

rolv and column positions must remain the same. Doing so would worsen

Talia's payoff from 6 to 5. Because at least one player can do better by unilater-

ally changing her strategy, the cell that we examined cannot be the outcome of

a Nash equilibrium.
We can also use the best-response method, as shown in Figure 4.10, by

drawing circles around the best responses, as in Figure 4.7. Because each player

has Don't as her dominant strategy, all of Emily's best responses are on her

Don't rows, all of Nina's on her Don't columns, and all of Talia's on her Don't

page. The cell at the bottom right has all three best responses; therefore it gives

us the Nash equilibrium.
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FIGURE 4.10 Best-Response Analvsis in the Street-Garden Game

MUTTIPLE EQUII . IBRIA IH PURE STRATEGIES

Each of the games considered in preceding sections has had a unique pure-
strategy Nash equilibrium. In general, however, games need not have unique
Nash equilibria. we illustrate this result by using a class of games that have
many applications. As a group, they may be labeled coordination games. The
players in such games have some (but not always completely) common inter-
ests. But, because they act independently (by virtue of the nature of noncooper-
ative games), the coordination of actions needed to achieve a jointly preferred
outcome is problematic.

To illustrate this idea, picture two undergraduates, Harry and Sally, who
meet in their college library. They are attracted to each other and would like to
continue the conversation but have to go off to their separate classes. They
arrange to meet for coffee after the classes are over at 4:30. Sitting separately in
class, each realizes that in the excitement they forgot to fix the place to meet.
There are two possible choices, starbucks and Local Latte. unfortunately, these
locations are on opposite sides of the large campus; so it is not possible to try
both. And Harry and Sally have not exchanged pager numbers; so they can,t
send messages. \,Vhat should each do?

Figure 4.11 illustrates this situation as a game and shows the payoff matrix.
Each player has two choices-starbucks and Local Latte. The payoffs for each
are I if they meet and 0 if they do not. cell-by-cell inspection shows at once
that the game has two Nash equilibria, one where both choose Starbucks and
the other where both choose Local Latte. It is important for both that they
achieve one of the equilibria, but which one is immaterial because the rwo
yield equal payoffs. All that matters is that they coordinate on the same action;
it does not matter which action. That is why the game is said to be one of pure
coordination.
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SALLY

Starbucks Local Latte

HARRY
Starbucks 1,1 0,0

Local Latte 0,0 1.1

FIGURE 4.11 Pure Coordinat ion

Br-rt n-ill they coordinate successfully? Or will they end up in different caf6s,

eacl"r il-rinking that the other has let him or her down? Alas, that risk exists. Harry

nright think that Sally will go to Starbucks because she said something about the

class to which she was going and that class is on the Starbucks side of the cam-

pus. But Sally may have the opposite belief about what Harry will do. \Mhen

there are multiple Nash equilibria, if the players are to select one successfully,

they need some way to coordinate their beliefs or expectations about each

other's actions.
The situation is similar to that of the heroes of the "Which tire?" game in

Chapter 1, where we labeled the coordination device a focal point. In the pres-

ent context, one of the two caf6s may be generally known as the student hang-

out. But it is not enough that Harry knows this to be the case. He must know

that Sally knows, and that she knows that he knows, and so on. In other words,

their expectations must conuerge on the focal point. Otherwise Harry might be

doubtful about where Sally will go because he does not know what she is think-

ing about where he will go; and similar doubts may arise at the third or fourth or

higher level of thinking about thinking.
\Mhen one of us (Dixit) posed this question to students in his class, the fresh-

men generally chose Starbucks and the juniors and seniors generally chose the

local caf6 in the campus student center. These responses are understandable-

freshmen, who have not been on campus long, focus their expectations on a na-

tionwide chain that is kno',nm to everyone, whereas juniors and seniors have

acquired the local habits, which they now regard as superior, and expect their

peers to believe likewise.
If one caf6 had an orange decor and the other a crimson decor, then in

Princeton the former may serve as a focal point because orange is the Princeton

color, whereas at Harvard crimson may be focal for the same reason. If one per-

son is a Princeton student and the other a Harvard student, they may fail to

meet at all, either because each thinks that his or her color "should" get priority

or because each thinks that the other will be inflexible and so tries to accommo-

date him or her. More generally, whether players in coordination games can

find a focal point depends on their having some commonly knourn point of con-

tact, whether historical, cultural, or linguistic.

http://freepdf-books.com



I

I

MULTIPLE EQUILIBRIA IN PURE STRATEGIES 107

SALLY

HARRY
Starbucks 1.1 0,0

Local Latte 0,0 2,2

FIGURE 4.12 Assurance

Now change the game payoffs a little. The behavior of juniors and seniors
suggests that our pair may not be quite indifferent about which caf6 they
both choose. The coffee may be better at one or the ambiance better at one.
or they may want to choose the one that is not the general student hangout,
to avoid the risk of running into former boyfriends or girlfriends. suppose
they both prefer Local Latte; so the payoff of each is 2 when thev meet there
versus I when they meet at Starbucks. The new payoff matrix is shown in
Figure 4.12.

Again, there are two Nash equilibria. But, in this version of the game, each
prefers the equilibrium where both choose Local Latte. unfortunately, their
mere liking of that outcome is not guaranteed to bring it about. First of all (and
as always in our analysis), the payoffs have to be common knowledge-both
have to know the entire payoff matrix, both have to know that both know, and
so on. Such detailed knowledge about the game can arise if the two discussed
and agreed on the relative merits of the two caf6s but simply forgot to settle def-
initely to meet at Local Latte. Even then, Harry might think that sally has some
other reason for choosing Starbucks, or think that she thinks that he does, and
so on. without genuine convergence of expectations about actions, they may
choose the worse equilibrium or, worse still, they may fail to coordinate actions
and get 0 each.

To repeat, players in the game illustrated in Figure 4.r2 can get the pre-
ferred equilibrium outcome only if each has enough certainty or assurance that
the other is choosing the appropriate action. For this reason, such games are
called assurance g:rmes.

In many real-life situations of this kind, such assurance is easily obtained,
given even a small amount of communication between the players. Their inter-
ests are perfectly aligned; if one of them says to the other, ',I am going to Local
Latte," the other has no reason to doubt the truth of this statement and will fol-
low to get the mutually preferred outcome. That is why we had to construct the
story with the two students isolated in different classes with no means of com-
munication. If the players' interests conflict, truthful communication becomes
more problematic. We examine this problem further when we consider strategic
manipulation of information in games in Chapter 9.

http://freepdf-books.com



108 ICH.4] SIMULTANEOUS.MOVE GAMES WITH PURE STRATEGIES

In larger groups, comntunication can be achieved by scheduling meetings

or by making annoLlncelnents. These devices work only if everyone knows that

everyone else is par-ing attention to them, because successful coordination re-

quires the desired equilibrium to be a focal point. The players' expectations

must con\-erge on it; everyone should know that everyone knows that . . . every-

one is choosing it. Many social institutions and arrangements serue this role.

Meetings ir here the participants sit in a circle facing inward ensure that every-

one sees even'one else paying attention. Advertisements during the Super Bowl,

especialh'rvhen they are proclaimed in advance as major attractions, ensure

each r-ierr-er that many others are viewing them also. That makes such ads espe-

ciallr- attractive to companies making products that are more desirable for any

one br-ryer when many others are buying them, too; such products include those

produced by the computer, telecommunication, and Internet industries.T

Now introduce another complication to the caf6-choice game. Both players

n,atrt to meet but prefer different caf6s. So Harry might get a payoff of 2 and

Sally a payoff of 1 from meeting at Starbucks, and the other way around from

meeting at Local Latte. This payoff matrix is shown in Figure 4'13.

This game is called the battle of the sexes. The uame deri'u'es from the story

concocted for this payoff structure by game theorists in the sexist 1950s. A hus-

band and wife were supposed to choose between going to a boxing match and a

ballet, and (presumably for evolutionary genetic reasons) the husband was sup-

posed to prefer the boxing match and the wife the ballet. The name has stuck

and we will keep it, but our example should make it clear that it has no neces-

sary sexist connotations.
Vt/hat will happen in this game? There are still two Nash equilibria. If Harry

believes that Sally will choose Starbucks, it is best for him to do likewise, and

the other way around. For similar reasons, Local Latte also is a Nash equilib-

rium. To achieve either of these equilibria and avoid the outcomes where the

two go to different caf6s, the players need a focal point, or convergence of ex-

SALLY

Starbucks Local Latte

HARRY
Starbucks 2, 1 0,0

Local Latte 0,0 1,2

FIGURE 4.13 Batt le of the Sexes

TMichael Chwe develops this theme in Rational Ritual: Culture, Coordinntion, and Common

Knowledge (Princeton: Princeton University Press, 2001).
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pectations, exactly as in the pure-coordination and assurance games. But the
risk of coordination failure is greater in the battle of the sexes. The plalers are
initially in quite symmetric situations, but each of the two Nash equilibria
gives them asymmetric payoffs; and their preferences between the nr-o out-
comes are in conflict. Harry prefers the outcome where they meet in srar-
bucks, and sally prefers to meet in Local Latte. They must find some n'ar- of
breaking the symmetry.

In an attempt to achieve his or her preferred equilibrium, each player mar-
try to act tough and follow the strategy leading to the better equilibrium. In
Chapter 10, we consider in detail such advance devices, called strategic moves,
that players in such games can adopt to try to achieve their preferred outcomes.
or each may try to be nice, leading to the unfortunate situation where Harry
goes to Local Latte because he wants to please Sallr., onlv to find that she has
chosen to please him and gone to Starbucks, like the couple choosing christmas
presents for each other in o. Henry's short story titled The Gift of the Magi. N-
ternatively, if the game is repeated, successful coordination may be negotiated
and maintained as an equilibrium. For example, the two can arrange to alter-
nate between the caf6s. In Chapter 11, we examine such tacit cooperation in re-
peated games in the context of a prisoners' dilemma.

Our flnal example in this section is a slightly different kind of coordination
game. In this game, the players want to avoid, not choose, actions with the same
labels. Further, the consequences of one kind of coordination failure are far
more drastic than those of the other kind.

The story comes from a game that was supposedly played by American
teenagers in the 1950s. Two teenagers take their cars to opposite ends of Main
street, Middle-of-Nowhere, uSA, at midnight and start to drive toward each
other. The one who swerves to prevent a collision is the "chicken," and the one
who keeps going straight is the winner. If both maintain a straight course, there
is a collision in which both cars are damaged and both players injured.B

The payoffs for chicken depend on how negatively one rates the "bad', out-
come-being hurt and damaging your car in this case-against being labeled
chicken. As long as words hurt less than crunching metal, a reasonable payoff

8A slight variant was made famous by the 1955 lames Dean movie Rebel Without a Cause.'['here,
two players drove their cars in parallel, very fast, toward a cliff. The first to jump out of his car before
it went over the cliff was the chicken. The other, if he left too late, risked going over the ciiff in his car
to his death. The characters in the fllm referred to this as a "chicky game." In the mid-1960s, the
British philosopher Bertrand Russell and other peace activists used this game as an analogy for the
nuclear arms race between the United States and the U.S.S.R., and the game theorist Anatole
Rapoport gave a formal game-theoretic statement. Other game theorists have chosen to interpret
the arms race as a prisoners' dilemma or as an assurance game. For a review and intelesting discus-
sion, see Barry o'Neill, "Game Theory Models of Peace and war," in The Handbook of Game Theory,
vol. 2, ed. Robert J. Aumann and Sergiu Hart (Amsterdam: North Holland, 1994), pp. 995-1053.
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DEAN

Swerve (Chicken) Straight [|ough)

Swerve (Chicken) 0,0 1,1
JAMts5

I Straight (Tough) 1,  -1 1 -2

FIGURE 4.14 Chicken

table for the 1950s version of chicken is found in Figure 4.14. Each player most
prefers to .uvin, having the other be chicken, and each least prefers the crash of
the nvo cars. In between these two extremes, it is better to have your rival be
chicken with you (to save face) than to be chicken byyourself.

This story has four essential features that define any game of chicken. First,
each player has one strategy that is the "tough" strategy and one that is the
"weak" strategy. Second, there are two pure-strategy Nash equilibria. These are
the outcomes in which exactly one of the players is chicken, or weak. Third,
each player strictly prefers that equilibrium in which the other player chooses
chicken, or weak. Fourth, the payoffs when both players are tough are very bad
for both players. In games such as this one, the real game becomes a test of how
to achieve one's preferred equilibrium.

We are now back in a situation similar to that discussed for the battle-of-
the-sexes game. One expects most real-life chicken games to be even worse as
battles than most battles of the sexes-the beneflt of winning is larger, as is the
cost of the crash, and so all the problems of conflict of interest and asymmetry
between the players are aggravated. Each player will want to try to influence the
outcome. It may be the case that one player will try to create an aura of tough-
ness that everyone recognizes so as to intimidate all rivals.e Another possibility
is to come up with some other way to convince your rival that you will not be
chicken, by making a visible and irreversible commitment to going straight. (In
Chapter 10, we consider just how to make such commitment moves.) In addi-
tion, both players also want to try to prevent the bad (crash) outcome if at all
possible.

As with the battle of the sexes, if the game is repeated, tacit coordination is a
better route to a solution. That is, if the teenagers played the game every Satur-
day night at midnight, they would have the beneflt of knowing that the game

e\Afhy would a potentiai rival play chicken against someone with a reputation for never giving in?
The problem is that participation in chicken, as in lawsuits, is not really voluntary. Put another way,
choosing whether to play chicken is itself a game of chicken. As Thomas Schelling says, "If you are
publicly invited to play chicken and say you would rather not, then you have just played [and lost] "
(Arms and Infl uence, Y ale University Press, I 965, p. I I B).
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had both a history and a future when deciding their equilibrium strategies. In
such a situation, they might logically choose to alternate between the nr-o equi-
libria, taking turns being the winner every other week. (But, if the others found
out about this deal, both players would lose face.)

There is one final point, arising from these coordination games, that must
be addressed. The concept of Nash equilibrium requires each player to have the
correct belief about the other's choice of strategy. \A4ren we look for Nash equi-
libria in pure strategies, the concept requires each to be confident about the
other's choice. But our analysis of coordination games shows that thinking
about the other's choice in such games is fraught with uncertainty. How can we
incorporate such uncertainty in our analysis? In Chapter 5, we introduce the
concept of a mixed strategy, where actual choices are made randomly among
the available actions. This approach generalizes the concept of Nash equilib-
rium to situations where the players may be unsure about each other's actions.

Each of the games considered so far has had at least one Nash equilibrium in pure
strategies. Some of these games, such as those in Section 7,had more than one
equilibrium, while games in earlier sections had exactly one. Unfortunately, not
all games that we come across in the study of strategy and game theory will have
such easily definable outcomes in which players always choose one particular ac-
tion as an equilibrium strategy. In this section, we look at games in which there is
not even one pure-strategy Nash equilibrium-games in which none of the play-
ers would consistently choose one strategy as that player's equilibrium action.

A simple example of a game with no equilibrium in pure strategies is that of
a single point in a tennis match. Imagine a match between the two all-time best
women players-Martina Nawatilova and Chris Evert.ro Navratilova at the
net has just volleyed a ball to Evert on the baseline, and Evert is about to at-
tempt a passing shot. She can try to send the ball either do'o,n the line (DL; a
hard, straight shot) or crosscourt (CC; a softer, diagonal shot). Nawatilova must

10For those among you who remember only the latest phenom who shines for a couple of years
and then burns out, here are some amazing facts about these two, who were at the top levels of the
game for almost two decades and ran a memorable rivalry all that time. Navratilova was a left-
handed sewe-and-volley player. In grand slam tournaments, she won lB singles titles, 31 doubles,
and 7 mixed doubles. In all tournaments, she won 167, a record. Evert, a right-handed baseliner,
had a record win-loss percentage (90% wins) in her career and 150 titles, ofwhich IB were for sin-
gles in grand slam tournaments. She probablyinvented (and certainlypopularized) the two-handed
backhand that is now so common. From 1973 to 1988, the two played each other B0 times, and
Nawatilova ended up with a slight edge,43-37.
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likewise plepare to cover one side or the other. Each player is aware that she

must not give an\ indication of her planned action to her opponent, knowing

that such informarior-r rviil be used against her. Nawatilova would move to cover

the side to u-hicl"r Elert is planning to hit or Evert would hit to the side that

Nawatilotra is not planning to cover. Both must act in a fraction of a second, and

both are eqr,rallr-good at concealing their intentions until the last possible mo-

ment; therefore their actions are effectively simultaneous, and we can analyze

the poir-rt as a nvo-player simultaneous-move game.

Par olis in this tennis-point game are given by the fraction of times a player

rvins the pornt in any particular combination of passing shot and covering play.

Gir-en rhat a down-the-line passing shot is stronger than a crosscourt shot and

that Et'ert is more likely to win the point when Navratilova moves to cover the

\\long side of the court, we can work out a reasonable set of payoffs. Suppose

Evert is successful with a down-the-line passing shot 80% of the time if

Navratilova covers crosscourq she is successful with the down-the-line shot

only 50% of the time if Nawatilova covers down the line. Similarly, Evert is suc-

cessful with her crosscourt passing shot 90% of the time if Navratilova covers

down the line. This success rate is higher than when Navratilova covers cross-

court, in which case Evert wins only 20% of the time.

Clearly, the fraction of times that Navratilova wins this tennis point is just

the difference between 100% and the fraction of time that Evert wins. Thus the

game is zero-sum (more precisely, constant-sum, because the two payoffs sum

to 100), and we can represent all the necessary information in the payoff table

with just the payoff to Evert in each cell. Figure 4.15 shows the payoff table and

the fraction of time that Evert wins the point against Navratilova in each of the

four possible combinations of their strategy choices.

The rules for solving simultaneous-move games tell us to look first for domi-

nant or dominated strategies and then to try minimax (in that this is a zero-sum

game) or use cell-by-cell inspection to flnd a Nash equilibrium. It is a useful ex-

ercise to verify that no dominant strategies exist here. Going on to cell-by-cell

inspection, we start with the choice of DL for both players. From that outcome,

Evert can improve her success from 50% to 90% by choosing CC instead. But

then Navratilova can hold Evert down to 20Vo by choosing CC. After this, Evert

NAVRATILOVA

DL CC

EVERT
DL 50 80

cc 90 20

FIGURE 4.15 No Equi l ibr ium in Pure Strategies
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can raise her success again to B0% by making her shot DL, and Navratiiova in

turn can do better with DL. In every cell, one player always wants to change her

play, and we cycle through the table endlessly without finding an equilibrir.rm.

An important message is contained in the absence of a Nash equilibriurn in

this game and similar ones. V\4rat is important in games of this type is not u-hat

players should do, but what players should not do. In particular, each plaver

should neither always nor systematicatly pick the same shot when faced with this

situation. If either player engages in any determinate behavior of that t),pe, the

other can take advantage of it. (So, if Evert consistently went crosscourt with her

passing shot, Navratilova would learn to cover closscourt every time and would

thereby reduce Evert's chances of success with her crosscourt shot.) The most

reasonable thing for players to do here is to act somewhat unsystematically, hop-

ing for the element of surprise in defeating their opponents. An unsystematic ap-

proach entails choosing each strategy part of the time. (Evert should be using her

weaker shot with enough frequency to guarantee that Nawatilorra cannot predict

which shot will come her way. She should not, however, use the fn'o shots in any

set pattern, because that, too, would cause her to lose the element of surprise.)

This approach, in which players randomize their actions, is knoltm as mldng

strategies and is the focus of Chapters 7 and B. The game illustrated in Figure

4.15 may not have an equilibrium in pure strategies, but it can still be solved b-v

looking for an equilibrium in mixed strategies, as we do in Chapter 7, Section 1.

ijiti,lrfi:$lltiIii:iji SUMMARY iiiiiiriilliiilt'ili

In simultaneous-move games, players make their strategy choices without knowl-

edge of the choices being made by other players. Such games are illustrated by

game tables,where cells show payoffs to each player and the dimensionality of the

table equals the number of players. Two-person zero-sum ga,mes may be illus-

trated in shorthand with only one player's payoff in each cell of the game table.

Nash equitibrium is the solution concept used to solve simultaneous-move

games; such an equilibrium consists of a set of strategies, one for each player,

such that each player has chosen her best response to the other's choice. Nash

equilibrium can also be defined as a set of strategies such that each player has

correct beliefsabout the others'strategies and strategies are best for each player

given beliefs about other's strategies. Nash equilibria can be found by using cell-

by-cett inspection, through a search for dominant strategies,by successiue elimi-

nation of dominated strategies, or with best-response analysis. Zero-sum Sames
can also be solved by using tine minimax method'

There are many classes of simultaneous games. Prisoners' dilemma games

appear in many contexts. Coordination games, such as assurance, chicken, and

battle of the sexes, have multiple equilibria, and the solution of such games
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requires players to achieve coordination by some means. If a game has no equi-
Iibrium in pure stategies, \ve must look for an equilibrium in mixed strategies,
the analysis of lr-hich is presented in Chapters 7 and B.

ii'i$*,il;,:,':t, :,.:;qij*' KEY TE RMS i!1ii:t"li;i1f*i*,}iiit{$i

assurance game (107) game table (84)
battle of the sexes (l0B) iterated elimination of
belief (89) dominated strategies (96)
best response (87) maximin (100)
best-response analysis (99) minimax (100)
cell-by-cellinspection (89) minimaxmethod (99)
chicken (109) mixed strategy (84)
constant-sum game (85) Nash equilibrium (87)
convergence of expectations normal form (84)

(lo7) payofftable (a+)
coordination game (105) prisoners'dilemma (g0)
dominance solvable (96) pure coordination game (105)
dominant strategy (92) pure strategy (B4)
dominated strategy (92) strategic form (84)
enumeration (89) successive elimination of
focal point (106) dominated strategies (96)
game matrix (84) zero-sum game (85)

.1*itiit'tillf+,:r EXERC|SES $.?$;ilt{fi5it''.F,;i{,i1

l. "If a player has a dominant strategy in a simultaneous-move game, then she
is sure to get her best possible outcome." True or false? Explain and give an
example of a game that illustrates your answer.

2. Find all Nash equilibria in pure strategies for the zero-sum games in the fol-
iowing tables by checking for dominant strategies and using iterated domi-
nance. Verifii your answers by using the minimax method.

(a)

COLUMN

Left

ROW
Up

Down 2 3
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(b)

COLUMN

ROW
Up

Down 4 3

EXERCISES 115

(d)

COLUMN

ROW

Up 5 3 2

Straight 6 4 3

Down o 0

3. Find all Nash equilibria in pure strategies in the following non-zero-sum

games. Describe the steps that you used in finding the equilibria.

(c)

COLUMN

Left MiddJe Right

ROW

uP, 5 3 1

Straight 6 1

Down: 0 0

(a)

COLUMN

ROW
Up 2,4 1,0

Down 6,5 4,2

http://freepdf-books.com



116 ICH. 4]  SIMULTANEOUS-MOVE GAMES WITH PURE STRATEGIES

(b)

COLUMN

t-eft

Up
ROW

i Down

1.1 0,1

i ,0 l, I

(d)

COLUMN

West East

ROW

North 8,2 i0,6

Up 3,0 6,4

Down 6, 1 f(

South 4\ 2,3

4. Check the following game for dominance solvability. Find a Nash equilibrium.

COLUMN

Left Middle Riqht

ROW
Up 4,3 2,7 0,4

Down 5, -1 -4,  -2

5. Find all of the pure-strategy Nash equilibria for the following game. De-
scribe the process that you used to find the equilibria. Use this game to ex-

(c)

COLUMN

teit ,

ROW

Up 0,1 9,0 )7

Straight 7,3 1,7

Down 10,l0 ?5
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plain why it is important to describe an equilibrium by using the strategies
employed by the players, not merely by the payoffs received in equilibrium.

COLUMN

Left Center Rightr

ROW

Up 1,2 2,1 1,0

Level n5 7,4

Down 11 3,0

The game knornm as the battle of the Bismarck Sea (named for that part of
the southwestern Pacific Ocean separating the Bismarck Archipelago from
Papua-New Guinea) summarizes a well-known game actualh'played in a
naval engagement between the United States and |apan in World War II. In
1943, a lapanese admiral was ordered to move a convoy of ships to Ner'v
Guinea; he had to choose between a rainy northern route and a sunnier
southern route, both of which required 3 days sailing time. The Americans
knew that the convoy would sail and wanted to send bombers after it, but
they did not knowwhich route it would take. The Americans had to send re-
connaissance planes to scout for the convoy, but they had only enough re-
connaissance planes to explore one route at a time. Both the Japanese and
the Americans had to make their decisions with no knowledge of the plans

being made by the other side.
If the convoywas on the route explored by the Americans first, they could

send bombers right away; if not, they lost a day of bombing. Poor weather on
the northern route would also hamper bombing. If the Americans explored
the northern route and found the fapanese right away, they could expect only
2 (of 3) good bombing days; if they explored the northern route and found
that the Japanese had gone south, they could also expect 2 days of bombing.
If the Americans chose to explore the southern route first, they could expect 3
full days of bombing if they found the Japanese right away but only 1 day of
bombing if they found that the Japanese had gone north.
(a) Illustrate this game in a game table.
(b) Identify any dominant strategies in the game and solve for the Nash

equilibrium.

An old lady is looking for help crossing the street. Only one person is
needed to help her; more are okay but no better than one. You and I are the
two people in the vicinity who can help; we have to choose simultaneously

7.
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whether to do so. Each of us will get pleasure worth a 3 from her success
(no matter n'ho helps her). But each one who goes to help will bear a cost of
1, this being the r-alue of our time taken up in helping. set this up as a
game. write the paYoff table, and find all pure-strategy Nash equilibria.

B. Two plavers, Jack and Iill, are put in separate rooms. Then each is told the
rules of the game. Each is to pick one of six letters; G, K, L, e, R, or W. If the
h,r'o happen to choose the same letter, both get prizes as follows:

Letter

fack's prize

|ill's prize

If they choose different letters, each gets 0. This whole schedule is re-
vealed to both players, and both are told that both know the schedules.
and so on.
(a) Draw the table for this game. v\4rat are the Nash equilibria in pure

strategies?
(b) Can one of the equilibria be a focal point? VVhich one? \.AIhy?

9. Suppose two players, A and B, select from three different numbers, r,2, and
3. Both players get dollar prizes if their choices match, as indicated in the
following table.

\'A/hat are the Nash equilibria of this game? \r/hich, if any, is likely to
emerge as the (focal) outcome? Explain.
consider a slightly changed game in which the choices are again just
numbers but the two cells with (15, 15) in the table become (2s, 2s).
\Mhat is the expected (average) payoff to each player if each flips a coin
to decide whether to play 2 or 3? Is this better than focusing on both
choosing I as a focal equilibrium? How should you account for the risk
that A might do one thing while B does the other?

GKLARW
326345
65432r

(a)

(b)

B

1 z {

A

1 10, 10 0,0 0,0

1
a 0,0 15, 15 0,0

3 0,0 0,0 15, 15
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10. In Chapter 3, the three gardeners, Emily, Nina, and Talia, pla1- a sequential

version of the street-garden game in which there are four distinguishable

outcomes (rather than the six different outcomes specified in the example

of Section 4.6). For each player, the four outcomes are:

(i) player does not contribute, both of the others do (pleasant garden,

saves cost of ornm contribution)
(ii) player contributes, and one or both of the others do (pleasant garden,

incurs cost of contribution)
(iii) player does not contribute, only one or neither of the others does

(sparse garden, saves cost of own contribution)
(iv) player contributes, but neither of the others does (sparse garden, incurs

cost of oum contribution)

of them, outcome i is the best (payoff 4) and outcome iv is the worst

(payoff 1). If each player regards a pleasant garden more highly than her

own contribution, then outcome ii gets payoff 3 and outcome iii gets

payoff 2.
(a) Suppose that the gardeners play this game simultaneouslY, deciding

whether to contribute to the street garden without knor,r'ing rvhat

choices the others will make. Draw the three-player game table for this

version of the game.
(b) pina aI of the Nash equilibria in this game.

(c) How might this simultaneous version of the street-garden game be

played out in reality?

11. Consider a game in which there is aprize worth $30. There are three contes-

tants, A, B, and C. Each can buy a ticket worth $15 or $30 or not buy a ticket

at all. They make these choices simultaneously and independently. Then,

knowing the ticket-purchase decisions, the game organizer awards the

prize. If no one has bought a ticket, the prize is not awarded. Otherwise, the

prize is awarded to the buyer of the highest-cost ticket if there is only one

such player or is split equally between two or three if there are ties among

the highest-cost ticket buyers. Show this game in strategic form. Find all

pure-strategy Nash equilibria.

12. In the film ABeautiful Mind, John Nash and three of his graduate school

colleagues find themselves faced with a dilemma while at a bar. There are

four brunettes and a single blonde available for them to approach. Each

young man wants to approach and win the attention of one of the young

women. The payoff to each of winning the blonde is 10; the payoff of win-

ning a brunette is 5; the payoff from ending up with no girl is 0. The catch is

that, if two or more young men go for the blonde, she rejects all of them and

then the brunettes also reiect the men because they don't want to be second
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choice. Thus, each plal'er gets a payoff of 10 only if he is the sole suitor for
the blonde.
(a) First consider a simpler situation where there are only two young men,

instead of tbur. (There are two brunettes and one blonde, but these
women merely respond in the manner just described and are not active
plar-ers in the game.) Show the playoff table for the game, and flnd all of
the pure-strategy Nash equilibria of the game.

(b) \on- show the (three-dimensional) table for the case in which there are
three young men (and three brunettes and one blonde who are not ac-
tii'e players). Again, flnd all of the Nash equilibria of the game.

(c) Use your results to parts a and b to generalize your analysis to the
case in which there are four young men and then to the case in which
there is some arbitrary number, n, of young men. Do not attempt to
write down an n-dimensional payoff table. Merely find the payoff to
one player when k of the others choose Blonde and (n - k -l) choose
Brunette, for k : 0, l, . . . (n - 1). Can the outcome specified in the
movie as the Nash equilibrium of the game-that all of the young
men choose to go for brunettes-ever be a true Nash equilibrium of
the game?

Appendix Some General Deflnitions

We introduced the concepts of dominance and Nash equilibrium in this chapter
by using numerical examples. Although this approach may suffice for many of
you, some will benefit from knowing more precise deflnitions. For this purpose,

COLUMN

C1 cz c3

ROW

R1 Rl1,cl1 R12,cl2 R13,cl3

R2 R21,c21 R23,c23

R3 R3i,c31 R3Z,c32 R33, c33

R4 R41 ,c41 R42,c42 R43,c43

I

FIGURE 4A.1 A General Game
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consider a general game with players Row and Column. Suppose Roi','has four

available strategies, labeled Rl, R2, R3, and R4, and Column has three. labeled

CI, C2, and C3. This set of strategies will suffice to convey the necessan' ideas;

more strategies provide no additional concepts'

The payoff table for this Row versus Column game is shown in Figure -l \. J..

In this general setting, we do not use specific numerical payoffs; instead we use

general algebraic entities. The algebraic symbol for each payoff consists of one

letter followed by two numbers. The letter indicates the player whose payoff it

is, the first of the two numbers indicates Row's strategy and the second number

indicates Column's strategy. For example, in the shaded cell, which results

when Row chooses R3 and Column chooses C2, Row's payoff is R32 and Col-

umn's payoff is C32.
Suppose that this combination of strategies is a Nash equilibrium. \Mhat

does that imply about the payoffs? R3 should be Rorv's best choice, given her

correct belief that Column is choosing C2. Therefore R32 should be the best

among the payoffs that Row can get by choosing various strategies n'hile Col-

umn is choosing C2. That is,

R32>R12, R32>-R22, and R32>R42.

Note that, in this deflnition, we allow ties; therefore we use the weak inequality
> rather than the strict inequality >. Similarly, for C2 to be Column's best

choice, given her correct belief that Row is choosing R3, we neec-

C32 > C31, and C32 > C33.

\.\ihen we test a particular cell to see if it is a Nash equilibrium, we should test all

such inequalities. That is, Row's payoff in this cell should be the largest (in the

weak sense) of all her payoffs in this column of the game table, and Column's

payoff in this cell should be the largest (again in the weak sense) of all her pay-

offs in this row of the game table.

We can use the same table to define dominance. Suppose Column's C2

dominates C1. Then, no matter what Row chooses, Column gets a higher payoff

by playing c2 than by playing c1. Now it becomes necessary to distinguish be-

tween two cases. We saythat C2 strictly dominates Cl if in each of these cases

the payoff fr om C2 is strictly higher than that from Cl, that is,

C12>Cl1,  C22>C21, C32>C31, and C42>C4L

We say that C2 weakly d.ominates Cl if in each of these cases the payoff from

C2 is at least as high as that from C1. In at least one case' it must be strictly

higher; otherwise, c2 and cl would be completely equivalent. And, in at least
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one case, it must be equal; otherwise, there would be strict dominance' Thus

we require

clz> cl l ,  c22>c21, c32 > C31,

and C42= C4I, with at least one > and at least one :

For example, in the game of Figure 4.1, for Row, the strategy Bottom strictly

dominates High, (because 5 ) 4,4 > 3, and 9 > 6). But, in Figure 4.3, after col-

umn's Left has been eliminated, Low only weakly dominates Bottom (because

5 : 5 and 12> 9).
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Simultaneous - Move Games

with Pure Strategies II:

Continuous Strategies and

III: Discussion and Evidence

HE DrscussroN oF sIMULTANEous-MovE cRMss in Chapter 4 focused on games

in which each player had a discrete set of actions from which to choose.

Discrete strategy games of this type include sporting contests in which a

small number of well-defined plays can be used in a given situation-soc-

cer penalty kicks, in which the kicker can choose to go high or low, to a corner or

the center, for example. Other examples include coordination and prisoners'

dilemma games in which players have only two or three available strategies.

Such games are amenable to analysis with the use of a game table, at least for

situations with a reasonable number of players and available actions.

Many simultaneous-move games differ from those considered so far; they en-

tail players choosing strategies from a wide range of possibilities. Games in which

manufacturers choose prices for their products, philanthropists choose charita-

ble contribution amounts, or contractors choose project bid levels are examples

in which players have a virtually infinite set of choices. Technically, prices and

other dollar amounts do have a minimum unit, such as a cent, and so there is ac-

tually only a finite and discrete set of price strategies. But in practice the unit is so

small that it is simpler and better to regard such choices as continuously variable

real numbers. \A4ren players have such a large range of actions available, game

tables become virtually useless as analltical tools; they become too unwieldy to

be of practical use. For these games we need a different solution technique. We

123
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present the analrtical tools for handling such continuous strategy games in the

first part of this chaprer.
This chapter also rakes up some broader matters relevant to behavior in si-

multaneous-mo\ e ganles and to the concept of Nash equilibrium. We review the

empirical evidence on \ash equilibrium play that has been collected both from

the laboraton' ald trom real-life situations. We also present some theoretical

criticisms oi rhe \ash equilibrium concept and rebuttals of these criticisms. You

will see rhar gante-theoretic predictions are often a reasonable starting point for

undersraltding actual behavior, with some caveats, such as the level of player.

In Chapter 4 we developed the method of best-response analysis for flnding all

pure-strategy Nash equilibria of simultaneous-move games. Now we extend

that method to games in which each player has available a continuous range of

choices-for example, firms setting prices of their products. To calculate best

responses in this tlpe of game, we find, for each possible value of one firm's

price, the value of the other flrm's price that is best for it (maximizes its payoffl.

The continuity of the sets of strategies allows us to show these best responses as

curves in a graph, with each player's price (or any other continuous strategy) on

one of the axes. In such an illustration, the Nash equilibrium of the game occurs

where the two curves meet. We develop this idea and technique by using two

stories.

A. Price (ompetition

Our first Story is set in a small town, Yuppie Haven, that has two restaurants,

Xavier's Tapas Bar and Yvonne's Bistro. To keep the story simple, we suppose

that each place has a set menu. Xavier and Yvonne have to set the prices of their

respective menus. Prices are their strategic choices in the game of competing

n'ith each other; each bistro's goal is to set price to maximize profit, the payoff

in this game. We suppose that they must get their menus printed separately

without knowing the other's price; so the game has simultaneous moves.l Be-

cause prices can take any value within an (almost) infinite range, we start with

general or algebraic symbols for them. We then flnd best-response rules that

we use to soh,e the game and to determine equilibrium prices. Let us call

Xavier's price P- and Yvonne's price Pu.

rIn reality, the competition extends over time; so each can obserue the other's past choices. This

repetition of the game intro<luces nerv considerations, which we cover in Chapter 11.
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In setting its price, each restaurant has to calculate the consequences for its

proflt. To keep things relatively simple, we put the two restaurants in a very

sgnmetric relationship, but readers with a little more mathematical skiil can do

a similar analysis by using much more general numbers or even algebraic srrn-

bols. Suppose the cost of serving each customer is $B for each restaurateur. Sup-

pose further that experience or market surveys have shown that, when Xar-ier's

price is P* and Yvonne's price is P' the number of their respective customers,

respectively Q" and Q (measured in hundreds per month), are given by the

equations2

Q":44 -  2P,+ Pv'

Q": 44 - 2P:- + P"'

The key idea in these equations is that, if one restaurant raises its price by $1

(say, Yvonne increases P, by $1), its sales will go down by 200 per month (Q

changes by - 2) and those of the other restaurant will go up by 100 per month

(Q, changes by t). Presumably, 100 of Yvonne's customers switch to Xavier's

and another i00 staY at home.

Xavier's profit per week (in hundreds of dollars per week), call it B- (the B

stands for "bottom line"), is given by the product of the net revenue pel cus-

tomer (price less cost or &-B) and the number of customers served:

B*: (P*- B) Q*: (P. - B) (44 - 2 P" + Pt)

Xavier sets his price P" to maximize this payoff. Doing so for each possible level

of yvonne's price Pn gives us Xavier's best-response rule; we can then graph it.

There are two ways to flnd the P, that maximizes B" for each P' First, we can

multiply out and learrange the terms on the right-hand side of the preceding

expression for B":

&: - 8(44 + Py) + (76 + 44 + Py)P"- 2(P*)2
= B(44 t  P) t  2(15 t  0.25Pyy - 2(15 I  0.25Py - P,)2

In the formula on the second line, only the last term includes P,. The term ap-
pears with a negative sign, so what appears after the negative sign should be
made as small as possible in order to make the whole expression fXavier's
profit) as large as possible. But that last term is a square, and therefore its small-
est value is zero, which is achieved when

P": 15 + 0.25Pv.

2Readers who know some economics will recognize that the equations linking quantities to
prices are demand functions for the two products Xand Y. The quantity demanded of each product
is decreasing in its own price (demands are dorr-nward sloping) and increasing in the price of the
other product (the tr,vo are substitutes).
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This equation solves for the value of P, that maximizes Xavier's profit, given a

particular value of Yyonne's price, Pu. In other words, it is exactly what we want,

the rule for Xar.'ier's best response.
The other method to derive a best-response rule is to use calculus. Use the

first line of the preceding rearrangement of the expression for &, and take its

derivative u.ith respect to P, (holding the other restaurant's price, Pr, fixed):

dR

ffi.: too + Pr) - 4P,

The first-order condition for P, to maximize B* is that this derivative should be

zero. Setting it equal to zero and solving for P* gives the same equation as the

preceding one for the best-response rule. (The second-order condition is

d2B-ldPl< 0, which is satisfied because the second-order derivative is just -4.)

Yvonne's best-response rule can be found similarly by using either method.

Because the costs and sales of the two restaurants are entirely synmetric, the

equation is obviously going to be

Pr: 15 + 0.25Px.

Both rules are used in the same way to develop best-response graphs' If Xavier

sets a price of 16, for example, then Yvonne plugs this value into her best-

response rule to find P, : 15 + 0'25(16) : 19; similarly, Xavier's best response to

Yvonne'S Pu : 16 is P" : 19, and each restaurant's best lesponse to the other's

price of 4 is 16, that to B is 17 , and so on.

Figure 5.1 shows the graphs of these two best-response relations. Owing to

the special features of our example-namely, the linear relation between quan-

Yvonne's
price P,

10 20 30 Xavier's Price P"

FIGURE 5.1 Best-Response Curves and Equil ibrium in the Restaurant Pricing Game
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tity sold and prices charged, and the constant cost of producing each meal-

each of the two best-response curves is a straight line. For other specifications
of demands and costs, the curves can be other than straight, but the merhod of
obtaining them is the same: namely, first holding one restaurant's price (sal-, P.)
fixed and flnding the value of the other's price (say, P*) that maximizes the sec-
ond restaurant's proflt, and then the other way around.

The point of intersection of the two best-response curves is the Nash equi-
librium of the pricing game between the two restaurants. That point represents

the set of prices, one for each firm, that are best responses to each other. The

specific values for each restaurant's pricing strategy in equilibrium can be
found algebraically by solving the two best-response rules jointly for P* and Pr.
We deliberately chose our example to make the equations linear, and the solu-
tion is easy. In this case, we simply substitute the expression for P" into the ex-
pression for Pu to find

Pr: 15 + 0.25P*: 15 + 0.25(15 + 0.25Py) -  18.75 + 0.0625 P. '

This last equation simplifles to Pu : 20. Given the symmetry of the problem, it is

simple to determine that P*: 20 also.3 Thus, in equilibrium, each restaurant

charges $20 for its menu and makes a profit of $12 on each of the 2,400 cus-

tomers [2,400 : (44-2 x 20 + 20) hundred] that it serves each month, for a total
profit of $28,800 per month.

Our main purpose here is to illustrate how the Nash equilibrium can be
found in a game where the strategies are continuous variables, such as prices.

But it is interesting to take a further look into this example and explain some

economics of firms' pricing strategies and profits.

Begin by observing that each best-response curve slopes upward. Specifi-

cally, when one restaurant raises its price by $1, the other's best response is to

raise its oum price by 0.25, or 25 cents. \Alhen one restaurant raises its price,

some of its customers switch to the other restaurant, and its rival can then best
profit from them by raising its price part of the way. Thus a restaurant that

raises its price is helping to increase the other's profit. In Nash equilibrium,
where each restaurant chooses its price independently and out of concern for

its own profit, it does not take into account this benefit that it conveys to the

other. Could they get together and cooperatively agree to raise their prices,

thereby raising both profits? Yes. Suppose the two restaurant charged $24 each.

Then each would make a profit of $16 on each of the 2,000 customers [2,000 :

(44 - 2 x 24 + 24) hundredl that it would serve each month, for a total profit of

s32.000.

3without this sl,'mmetry, the two best-response equations will be different but, given our other

soecifications. still linear. So it is not much harder to solve the nonsl'mmetdc case.

http://freepdf-books.com



128 tCH.5] SIMULTANEOUS-MOVE GAMES WITH PURE STRATEGIES

This pricing game is exactly like the prisoners' dilemma game presented

in Chapter 4, but nou' the strategies are continuous variables. Each of the

husband-wife couple in the story in Chapter 4 was tempted to cheat the other

and confess to the police; but, when they both did so, both ended up with

longer prison sentences (worse outcomes). In the same way, the more prof-

itable price of S24 is not a Nash equilibrium. The separate calculations of the

two restaurants will lead them to undercut such a price. Suppose that Yvonne

somehorv starts by charging $24. Using the best-response formula, we see

that Xar-ier will then charge 15 + 0.25 x 24 : 21. Then Yvonne will come back

u'ith her best response to that: 15 + 0.25 x 2I : 20.25. Continuing this
process, the prices of both will converge toward the Nash equilibrium price of

s20.
But what price is jointly best for the two restaurants? Given the symmetry,

suppose both charge the same price P. Then the profit of each will be

B,:  B, :  (P -  8)(44 - 2P + P):  (P -  B)(44 - P).

The two can choose P to maximize this expression. Using either of the preced-

ing methods, we can easily see that the solution is P : 26. The resulting profit

for each restaurant is $32,400 per month.
In the jargon of economics, such collusion to raise prices to the jointly opti-

mal level is called a cartel. The high prices hurt consumers, and regulatory agen-

cies of the U.S. government often try to prevent the formation of cartels and to

make firms compete with one another. Explicit collusion over price is illegal, but

it may be possible to maintain tacit collusion in a repeated prisoners' dilemma;

we examine such repeated games in Chapter 11.4
Collusion need not always lead to higher prices. In the preceding exam-

ple, if one restaurant lowers its price, its sales increase, in part because it

draws some customers away from its rival because the products (meals) of

the two restaurants are substitutes for each other. In other contexts, two firms

may be selling products that are complemenfs to each other-for example,

hardware and software. In that case, if one firm lowers its price, the sales of

both firms increase. In a Nash equilibrium, where the firms act indepen-

dently, they do not take into account the benefit that a lower price of each

would convey on the other. Therefore they keep prices higher than they

would if they were able to coordinate their actions. Allowing them to cooper-

ate would lead to lower prices and thus be beneficial to the consumers as

well.

aFirms do try to achieve explicit collusion when they think they can get away with it. An enter-

taining and instructive story of one such episode is in The Informant, by Kurt Eichenwald (New

York: Broadway Books, 2000).
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B. Political (ampaign Advertising

Our second example is one drawn from politics. It requires just a little more

mathematics than we normally use, but we explain the intuition behind the cal-

culations in words and with a graph.

Consider an election contested by two parties or candidates. Each is tning

to win votes away from the other by advertising-either positive ads that high-

light the good things about oneself or negative, attack ads that emphasize the

bad things about the opponent. To keep matters simple, suppose the voters

start entirely ignorant and unconcerned and are moved solely by the ads. (Many

people would claim that this is a pretfy accurate description of U.S. politics, but

more advanced analyses in political science do recognize that there are in-

formed and strategic voters. We address the behavior of such voters in detail in

chapter 15.) Even more simply, suppose the vote share of a party equals its

share of the total campaign advertising that is done. Call the parties or candi-

dates L and R; when L spends $x million on advertising and R spends $-y million,

L will get a share xl(x + lz) of the votes and R will get yl(x + y). Once again, read-

ers who get interested in this application can find more general treatments in

specialized political science writings.

Raising money to pay for these ads includes a cost: money to send letters

and make phone calls; time and effort of the candidates, party leaders, and ac-

tivists; the future political payoff to large contributors; and possible future polit-

ical costs if these payoffs are exposed and lead to scandals. For simplicity of

analysis, let us suppose all these costs are proportional to the direct campaign

expenditures x and y. Speciflcally, let us suppose that party L's payoff is mea-

sured by its vote share minus its advertising expenditure, xl (x + y) - x. Similarly

party R's payoff is yl (x + y) - !.
Now we can find the best responses. Because we cannot do so without cal-

culus, we derive the formula mathematically and then explain its general mean-

ing intuitively, in words. For a given strategy x of party L, party R chooses y to

maximize its payoff. The calculus flrst-order condition is found by holding x

fixed and setting the derivative of yl (x + y) - ywith respect to y equal to zero. It

is xl(x + y)' - I : 0, or y:t/x- x. Figure 5.2 shows its graph and that of the

analogous best-response function of party L-namely, x: y y - y.

Look at the best-response curve of party R. As the value of party L's x in-

creases, party R's y increases for a while and then decreases. If the other party

is advertising very little, then one's own ads have a high reward in the form of

votes, and it pays to respond to a small increase in the other's expenditures

by spending more oneself to compete harder. But, if the other party already

has a massive expenditure, then one's own ads get only a small return in rela-

tion to their cost, so it is better to respond to the other's increase by scaling

back.
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FIGURE 5.2 Best Responses and Nash Equil ibr ium in the Campaign Advert ising Game

As it happens, the two parties' best-response curues intersect at their peak

points. Again, some algebraic manipulation of the equations for the tlvo curves

yields us exact values for the equilibrium values of x and y. You should verify

that here x and y are each equal to ll4, or $250,000. (This is presumably a little

local election.)
As in the pricing game, we have a prisoners' dilemma. If both parties cut

back on their ads in equal proportions, their vote shares would be entirely unaf-

fected, but both would save on their expenditures and so both would have a

larger payoff. Unlike a producers' cartel for substitute products that keeps

prices high and hurts consumers, but like a producers' cartel for complements

that leads to lower prices, a politicians' cartel to advertise less would probably

benefit voters and society. We could all benefit from finding ways to resolve this

particular prisoners' dilemma. In fact, Congress has been trymg to do just that

for several years and has imposed some partial curbs, but political competition

seems too fierce to permit a full or lasting resolution.

!\hat if the parties are not symmetrically situated? Two kinds of asymme-

tries can arise. One party (say, R) may be able to advertise at a lower cost, be-

cause it has favored access to the media. Or R's advertising dollars may be more

effective than L's; for example, L's vote share may be xl (x + 2y), while R's is

2yl (x + 2y).
In the flrst of these cases, R exploits its cheaper access to advertising by

choosing a higher level of expenditures y for any given x for parfy L; that is, R's

best-response curve in Figure 5.2 shifts upward. The Nash equilibrium shifts to

the northwest along L's unchanged best-response curve. Thus R ends up adver-

tising more, and L less, than before. It is as if the advantaged party uses its mus-
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cle and the disadvantaged party gives up to some extent in the face of this ad-
versity.

In the second case, both parties' best-response curves shift in more contplex
ways. The outcome is that both spend equal amounts, but less than the I I ihat
they spent in the s)..rnmetric case. In our example where R's dollars are twice as ef-
fective as L's, it turns out that their common expenditure level is 219. (Thus the
symmetric case is the one of most intense competition.) \Altren R's spending is
more effective, it is also true that the best-response curves are asyrnmetric in such
a way that the new Nash equilibrium, rather than being at the peak points of the
two best-response curves, is on the dornmward part of L's best-response curve and
on the upward part of R's best-response curve. That is to say, although both par-
ties spend the same dollar amount, the favored party R spends more than the
amount that would bring forth the maximum response from party L, and the un-
derdog party L spends less than the amount that worild bring forth the maximum
response from party R. We include an optional exercise (Exercise 10) in this chap-
ter that lets the mathematically advanced students derive these results.

.l ,

$$$il;; , : .

In Chapter 3, when we considered empirical evidence on sequential-move
games and rollback, we said that the evidence came from observations on
games actually played in the world, as well as games deliberately constructed
for testing the theory in the laboratory or the classroom. We pointed out the dif-
ferent merits and drawbacks of the two methods. Similar issues arise in securing
and interpreting the evidence on simultaneous-move games.

Real-world games are played by experienced players for substantial stakes,
who therefore have the knowledge and the incentives to play good strategies.
But these situations include many factors beyond those considered in the the-
ory. Therefore, if the data do not bear out the predictions of the theory, we can-
not tell whether the theory is wrong or whether some other factor is having an
effect that overwhelms the strategic considerations.

Laboratory experiments can control for the other factors and therefore pro-
vide cleaner tests. But they bring in inexperienced players and provide them
meager time and incentives to learn the game and play it well. Confronted with
a new game, most of us would flounder and try things out at random. Thus the
first several plays of the game in an experimental setting may represent this
learning phase and not the equilibrium that experienced players would learn to
play. Some experiments do control for inexperience and learning by discarding
several initial plays from their data. But the learning phase may last longer than
the one morning or one afternoon that is the typical limit of laboratory sessions.
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A. laboratory and (lassroom Experiments

Researchers har-e conducted numerous laboratory experiments in the past

three decades to resr hon- people act when placed in certain interactive strategic

situations. In panicular, do they play Nash equilibrium strategies? Reviewing

this work, Douglas Davis and Charles Holts conclude that, in relatively simple

single-move games with a unique Nash equilibrium, that oUtcome "has consid-

erable draning power . . . after some repetitions with different partnels." But in

more complex or repeated situations or when coordination is required because

there are multiple Nash equilibria or when the calculations required for flnding

a \ash equilibrium are more complex, the theory's success is more mixed. We

brieflt'consider the performance of Nash equilibrium in such circumstances.

l. (HooslNG AMoNG Mul"TlPLE EQUILIBRIA \.Mhen there are multiple equilibria, players

generally fail to coordinate unless they have some common cultural back-

ground (and this fact is common knowledge among them) that is needed for lo-

cating focal points. Thomas Schelling and David Kreps report on several

experiments of coordination games.6 Kreps played the following game between

pairs of his students. One student was assigned Boston, and the other was as-

signed San Francisco. Each was given a list of nine other U.S. cities-Atlanta,

Chicago, Dallas, Denver, Houston, Los Angeles, New York, Philadelphia, and

Seattle-and asked to choose a subset of these cities. The two chose simultane-

ously and independently. If their choices divided up the nine cities completely

and without any overlap between them, both got aprize. Otherwise, neither got

anl.thing. This game has numerous (512) Nash equilibria in pule sftategies. But,

when both players were Americans or long-time U.S. residents, more than 80%

of the time they chose the division geographically; the student assigned Boston

chose all the cities east of the Mississippi, and the student assigned San Fran-

cisco chose those west of the Mississippi. Such coordination was much less

likely when one or both students were non-U.S. residents. In such pairs the

choices were sometimes made alphabetically, but even then there was no clear

dividing point.

i l .  REVETAT|0N 0F TNNATE ATTRUISM 0R PUBLTC-SPIRITEDNESS lN EXPERIMENTS one respect in

which the behavior of players in some experimental situations does not often

conform to the experimenter's predicted Nash equilibrium is that people seem

to "err" on the side of niceness or fairness. Thus in prisoners' dilemma games,

5Douglas D. Davis and Charles A. Holt, Experimental Economics (Princeton: Princeton University

Press. 1993).
GThomas Schelling, The Strategy of Conflict (NewYork: Oxford University Press, 1960), pp. 54-58;

David Kreps, A Course in Microeconomic Theory (Princeton: Princeton University Press, 1990), pp.

302-303, 4t4-4t5.
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we observe "too much" cooperation and, in bargaining games, people concede

"too much" to opponents. But the reason may not be any failure to calculate or

to learn to play Nash equilibrium. It may instead be that the players' par-offs are

different from those assumed by the experimenter.
As with observations of naturally occurring games, participants in experi-

mental situations also may know some complexities of the situation better than

the experimenter knows them. For example, the possibility of repetition or a

separate ongoing relationship with the other player may affect their choices in

this game. Or the players' value systems may have internalized some social

norms of niceness and fairness that have proved useful in the larger social con-

text and that therefore carry over to their behavior in the experimental game.7

These observations do not show any deficiency of the Nash equilibrium concept

itself. However, they do warn us against using the concept under naive or mis-

taken assumptions about people's payoffs; it might be a mistake, for example, to

assume that players are always driven by the selfish pursuit of money.

ilt. LEARN|NG tRoM ExpERtENCE One game, often used in classrooms or laboratories,

asks each participant to choose a number between 0 and 100. Typically, the

players are handed cards on which to write their names and a choice, so this

game is a simultaneous-move game. \.&4ren the cards are collected, the average

of the numbers is calculated. The person whose choice is closest to a specified

fraction-say half-of the average is the winner. The rules of the game (this

whole procedure) are announced in advance.
The Nash equilibrium of this game is for everyone to choose 0. In fact the

game is dominance solvable. Even if everyone chooses 100, half of the average

can never exceed 50; so, for each player, any choice above 50 is dominated by

50.8 But all players should rationally figure this out, so the average can never ex-

ceed 50 and half of it can never exceed25, and so any choice above 25 is domi-

nated by 25. The iteration goes on until only 0 is left.

However, when a group actually plays this game for the first time, the win-

ner is typically a player who has chosen a number just a little less than 25. This

outcome seems to suggest that the winner assumes that everyone else will

choose randomly (so their average is 50) and then chooses her own best re-

sponse to that. The outcome is quite far from the Nash equilibrium.

TThe distinguished game theorist Irirgen Weibull argues this position in detail in "Testing Game

Theory," Working Paper EFI 382, Stockholm School of Economics, 2000.
slfyou factor in your own choice, the calculation is strengthened. Suppose there are l'/players. In

the "worst-case scenario" where all the other (.1/ 1) players choose 100 and you choose x, the aver-

ageis[x+ ( ,^/-  1)100]/ l ' / .Thenyourbestchoiceishal f  of th is;sox- [ .x+ ( l / -  1)100]/(24/) ,orx-

100( l /  Dl(2N 1).  I f  l / :10, thenx:900/19:47(approximately) .Soanychoiceabove4Tis
dominated by 47. The same reasoning applies to the successive rounds'
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!\4rat happens if the game is repeated? Our experience in classroom trials

has been that the n-innir-rg choice falls rapidly in successive plays. In Skeath's

class, half the class plaved the game first while the other half watched, then the

other half plar ed. and finally the whole class played. In Dixit's class, the game

was played bv dilterent groups of l0 students at a time. By the third round, the

winner's choice rvas usually as low as 2 or 3.

Hon'should one interpret this result? Critics would say that, unless the exact

Nash equilibrium is reached, the theory is refuted. Indeed, they would argue, if

vou hale good reason to believe that other players will not play their Nash equi-

Iibrir-rnr strategies, then your best choice is not your Nash equilibrium strategy

elther. If \,ou can figure out how others will deviate from their Nash equilibrium

strategles, then you should play your best response to what you believe they are

cl'roosing. Others would argue that theories in social science can never hope for

the kind of precise prediction that we expect in sciences such as physics and

chemistry. If the observed outcomes are close to the Nash equilibrium, that is a

vindication of the theory. In this case, the experiment not only produces such a

vindication, but illustrates the process by which people gather experience and

learn to play strategies close to Nash equilibrium. We syrnpathize with this lat-

ter viewpoint.
Interestingly, we have found that people learn somewhat faster by observ-

ing others play a game than while they play it themselves. This may be because,

as observers, they are free to focus on the game as a whole and think about it

analyically. Players' brains are occupied with the task of making their own

choices and they are less able to take the broader perspective.

We should clariSr the concept of gaining experience by playing the game.

The quotation from Davis and Holt at the start of this section spoke of "repeti-

tions with different partners." In other words, experience should be gained by

playing the game frequently, but with different opponents each time. However,

for any learning process to generate outcomes increasingly closer to the Nash

equilibrium, the whole populationof learners needs to be stable. If novices keep

appearing on the scene and trying new experimental strategies, then the origi-

nal group may unlearn what they had learned by playing against one another.

If a game is played repeatedly between two players or even among the same

small group of known players, then any pair is likely to play each other repeat-

edly. In such a situation, the whole repeated game becomes a game in its own

right. It can have very different Nash equilibria from those that simply repeat

the Nash equilibrium of a single play. For example, tacit cooperation may

emerge in repeated prisoners' dilemmas, owing to the expectation that any

temporary gain from cheating will be more than offset by the subsequent loss of

trust. If games are repeated in this way, then learning about them must come

from playing whole sets of the repetitions frequently, against different partners

each time.
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B. Real-World Evidence

The predictions of game theoryhave been subjected to real-world empirical evi-
dence in two distinct ways. one is to see if the theory can explain some ob-
served phenomena in general terms. The other is to test statistically some
implications of the theory against data. We briefly consider each in turn.

L ExPtANAT0RY POWER The first approach uses game-theoretic reasoning to explain
phenomena that are observed in reality, of which there are numerous successful
examples. One of the earliest was in the area of international relations. Thomas
schelling pioneered the use of game theory to explain phenomena such as the
escalation of arms races, even between countries that have no intention of at-
tacking each other, and the credibility of deterrent threats. Subsequent applica-
tions in this area have included the questions of when and how a country can
credibly signal its resolve in diplomatic negotiation or in the face of a potential
war. Game theory began to be used systematically in economics and business in
the mid-1970s, and such applications continue to proliferate. we have space for
only a couple of prominent examples.

The theory has helped us to understand when and how the established
flrms in an industry can make credible commitments to deter new competi-
tion-for example, to wage a destructive price war against any new entrant. The
prisoners'dilemma game, in its one-time and repeated forms, has helped us to
understand what kinds of industries will see fierce competition and exhibit low
prices and what kinds will sustain tacit agreements to keep prices and proflts
high. More recently, game theory has become the tool of choice for the study of
political systems and institutions within a country as well as for cross-country
comparisons. For example, game theory has shol.tm how voting and agenda set-
ting in committees and elections can be strategically manipulated in pursuit of
one's ultimate objectives. In this introductory book, we can develop only a few
elementary examples of this kind. we already saw an example (price competi-
tion) in this chapter. More examples appear later, including a case study of the
Cuban missile crisis and analyses of auctions, voting, and bargaining.s

eFor those who would like to see more applications, here are some suggested sources. Thomas
Scheiling's Strateg/ of ConJlict (New York: Oxford Universiry Press, 1960) and Arms anfl InJluence
(New Haven: Yale University Press, Ig66) are still required reading for all students of game theory.
The classic textbook on game-theoretic treatment of industries is Jean Tirole, Industrial Organiza-
rlon (Cambridge: MIT Press, IgBB). In political science, an early classic is William Riker, Liberalism
Against Popullsm (San Francisco: W. H. Freeman, 1982). For surveys of more recent work, see sev-
eral articles in The Handbook of Game Theory, ed.. Robert I. Aumann and Sergiu Hart (Amsterdam:
North-Holland, 1992, 1994,2002), particularly Barry o'Neill, "Game Theory Models of peace and
war," in volume 2, and Kyle Bagwell and Asher wolinsky, "Game Theory and Industrial organiza-
tion," and Jeffrey Banks, "Strategic Aspects of political Systems," in volume 3.
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Some critics remain unpersuaded by these successful applications of the
theory. They claim that the same understanding of these phenomena can be
obtained without using game theory, by basing one's analysis on previously
knornm general principles of economics, political science, and so on. In one
sense they are right. A few of these analyses existed before game theory came
along. For example, the equilibrium of the interaction between two price-

setting firms, nhich we developed in Section I of this chapter, was known in
economics for more than a hundred years; one can think of Nash equilibrium as
just a generai formulation of that equilibrium concept for all games. Some theo-
ries of strategic voting date to the lBth century, and some notions of credibility
can be found in history as far back as Thucydides' Peloponnesian Wan How-
er-er, n-hat game theory does is to unify all these applications and thereby facili-
tate the development of new ones.

In the past 30 years, several new ideas and applications have been identi-
fied. For example, we now understand how different forms of auctions (English

and Dutch, sealed bid and open outcry) lead to differences in bidding strategies
and in the seller's revenues. We understand how the existence of a second-
strike capability reduces the fear of surprise attack. And we understand how
governments can successfully manipulate fiscal and monetary policies to im-
prove their chances of reelection even when the voters are sophisticated and
aware of such attempts. If these examples were all amenable to previously
known approaches, they would have been discovered long ago.

l. sTATtsTt(At TESTING The second approach to examining empirical evidence is
quantitative and statistical. The general procedure in this work is to assume that
Nash equilibrium prevails and to derive the implications of this assumption in
the form of equations linking various magnitudes-the players' choices and
outcomes-that may be observable in the situation being studied. These equa-
tions can then be estimated by using real data. In industrial economics, flrms
compete by choosing their quantities and prices as illustrated in the examples
in this chapter; they also have other strategic choices at their disposal, including
product quality, investment, R & D, and so on. \Mhile the choice of quantities or
prices may be studied in a static context (at a given time), games of strategic
competition in investment or R & D are dynamic. Numerous studies of both
kinds of interactions have been carried out.I0 This work has produced encour-

10A survey of static studies of prices and quantity competition is "Empirical Studies of Industries
with Market Power," by Timothy F. Bresnahan, in Handbook of Industrial Organization, ed. Richard
L. Schmalansee and Robert D. Willig, vol. 2 (Amsterdam: North-Holland, 1989). A general method
for dynamic studies is developed in "A Framework for Applied Dynamic Analysis in Industrial Orga-
nization," by Ariel Pakes, National Bureau of Economic Research Working Paper No. 8024 (Cam-

bridge, MA: NBER, December2000).
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aging results. Game-theoretic models, based on the Nash equilibrium concept
and its dynamic generalizations, fit the data for many major industries, such as
automobile manufacturers, reasonably well and give us a better understanding
of the determinants of competition than the older analysis, which assumed per-
fect competition and estimated supply-and-demand curves.

In politics, the votes on various issues within legislatures are the outcome of
the legislators' strategic interaction. The equilibrium of this game depends on
the legislators' underlying preferences. Detailed voting records in the U.S. Con-
gress are public information. On the basis of the relation between preferences
and voting in a Nash equilibrium, these data can be used to infer the legislators'
preferences. This method has been used with remarkable success by Keith
Poole and Howard Rosenthal.Il They find that U.S. politics can be adequately
summarized by conflicts over issues in a two-dimensional space, one represent-
ing economic inequality and the other racial inequality.

Pankaj Ghemawat, a professor at the Harvard Business School, has devel-
oped a mixed mode of quantitative analysis, using case studies of individual
firms or industries and statistical analysis of larger data samples.12 His game-
theoretic models are remarkably successful in improving our understanding of
several initially puzzling business decisions on pricing, capacity, innovation,
and so on. However, his work also brings out the need to construct models that
have sufflciently rich detail to do justice to the circumstances of the firms or in-
dustries being analyzed. In a general and introductory textbook such as this
one, we lack the space and eschew the more advanced techniques that are
needed to construct such models. But we will set you on the way to further
study that will bring these methods within your grasp. And in Chapter 14 we de-
velop one such theory-based case study from the field of international politics
to illustrate the method.

lll. A RtAL-WoRLD EXAMPLE 0F tEARNING We conclude by offering an interesting illustra-
tion of equilibrium and the learning process in a real-world game. The setting is
outside the laboratory or classroom, where people play the game frequently and
the stakes are high, creating strong motivation and good oppofiunities to learn.
Stephen lay Gould discovered this beautiful example.r3 Through most of the
20th century, the best batting averages recorded in a baseball season have been
declining. In particular, the number of instances of a player averaging .400 or
better used to be much more frequent than they are now. Devotees of baseball

lrKeith Poole and Howard Rosenthai, "Patterns of Congressional Voting," American Journal of
Political Science, vol. 35, no. I (February I99f), pp. 228-278, and Congress: A Political-Economic His-
tory of RoII Call Voting (New York: Oxford University Press, 1996).

r2Pankaj Ghemawat, Games Businesses Play: Cases and Models (Cambridge: MIT Press, 1997).
r3"Losing the Edge," in The Flamingo's Smile (NewYork: Norton, 1985), pp. 275-229.
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history often explain rhis decline by invoking nostalgia: "There were giants in
those days." A nontenr's thought should make one wonder why there were no
corresponding pitcl-ring giants who would keep batting averages low. But Gould
demolishes such argurnents in a more systematic way. He points out that we
should look ar all bartir-rg averages, not just the top ones. The worst batting aver-
ages are nor as bad as theyused to be; there are also manyfewer.l50 hitters in
the major leagues than there used to be. He argues that this overall decrease in
uariatiort is a standardization or stabilization effect:

\\her-r baseball was very young, styles of play had not become sufficiently
regular to foil the antics of the very best. Wee Willie Keeler could "hit 'em
rvhere they ain't" (and compile an average of .432 in 1897) because fielders
didn't yet know where they should be. Slowly, players moved toward opti-
trml rnethods of positioning, fielding, pitching, and batting-and variation
inevitably declined. The best lplayers] now met an opposition too finely
honed to its own perfection to permit the extremes of achievement that
characterized a more casual age [emphasis added].

In other words, through a succession of adjustments of strategies to counter one
another, the system settled down into its (Nash) equilibrium.

Gould marshals decades of hitting statistics to demonstrate that such a de-
crease in variation did indeed occur, except for occasional "blips." And indeed
the blips confirm his thesis, because they occur soon after an equilibrium is dis-
turbed by an externally imposed change. v\rhenever the rules of the game are al-
tered (the strike zone is enlarged or reduced, the pitching mound is lowered, or
new teams and many new players enter when an expansion takes place) or the
technology changes (a livelier ball is used or perhaps, in the future, aluminum
bats are allowed), the preceding system of mutual best responses is thrown out
of equilibrium. variation increases for a while as players experiment, and some
succeed while others fail. Finally a new equilibrium is attained, and variation
goes down again. That is exactly what we should expect in the framework of
learning and adjustment to a Nash equilibrium.

we take up the evidence concerning mixed strategies in chapter 8 and the
evidence for some speciflc games or ty?es of games-for example, the prison-
ers' dilemma, bargaining, and auctions-at appropriate points in later chapters.
For now, the experimental and empirical evidence that we have presented
should make you cautiously optimistic about using Nash equilibrium as a first
approach or as the point of departure for your analysis. on the whole, we be-
lieve you should have considerable confidence in using the Nash equilibrium
concept when the game in question is played frequently by players from a rea-
sonably stable population and under relatively unchanging rules and condi-
tions. \.44ren the game is new or is played just once and the players are
inexperienced, you should use the equilibrium concept more cautiously and
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should not be surprised if the outcome that you observe is not the equilibrium
that you calculate. But, even then, your first step in the analysis should be to
look for a Nash equilibrium; then you can judge whether it seems a plausible
outcome and, if not, proceed to the further step of asking why not. often the
reason will be your misunderstanding of the players' objectives, not the plar-ers'
failure to play the game correctly, given their true objectives.

In addition to the critiques lodged against the Nash equilibrium concept by
those who have examined the empirical evidence, there have also been theoret-
ical criticisms of the concept. In this section, we briefly re'u.iew some such criti-
cisms and some rebuttals, in each case by using an example.r Some of the
criticisms are mutually contradictory, and some can be countered bl, thinking
of the games themselves in a better way. others tell us that the Nash equilib-
rium concept by itself is not enough and suggest some augmentations or relax-
ations of it that have better properties. We develop one such alternative here
and point to some others that appear in later chapters. we believe our presenta-
tion will leave you with renewed but cautious confldence in using the Nash
equilibrium concept. But some serious doubts remain unresolved, indicating
that game theory is not yet a settled science. Even this should give encourage-
ment, not the opposite, to budding game theorists, because it shows that there
is a lot of room for new thinking and new research in the subject. A totally set-
tled science would be a dead science.

we begin by considering the basic appeal of the Nash equilibrium concept.
Most of the games in this book are noncooperative, in the sense that every
player takes her action independently. Therefore it seems natural to suppose
that, if her action is not the best according to her own value system (payoff
scale), given what everyone else does, then she will change it. In other words, it
is appealing to suppose that every player's action will be the best response to
the actions of all the others. Nash equilibrium has just this property of ,,simulta_

neous best responses"; indeed, that is its very deflnition. In any purported final
outcome that is not a Nash equilibrium, at least one player could have done bet-
ter by switching to a different action.

This consideration leads eminent game theorist Roger Myerson to rebut
those criticisms of the Nash equilibrium that are based on the intuitive appeal of
plalrng a different strategy. His rebuttal simply shifts the burden of proof onto rhe

l4David M. Kreps, Game Theory and Economic Modelling (Oxford: Clarendon press, 1990) gives
an excellent in-depth discussion.
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critic. ,,!\rhen asked rrtv plaYers in a game should behave as in some Nash equi-

librium,,, he sa's. .'nr. iur.o.lt" response is to ask'\.\4ny not?' and to let the chal-

lengerspecifr ' rvharhethinkstheplayersshoulddo.I f thisspecif icat ionisnota
Nash equilibrium. rhen. . . we can show that it would destroy its oltm validity if

the players beltelecl it to be an accurate description of each other's behavior'"15

A. The Treatment of Risk in Nash Equil ibrium

Some critics argue that the Nash equilibrium concept does not pay due atten-

t io l ' t tor isk ' inSomegames,peoplemightf ind.strategiesdi f ferentfromtheir
\ashequi l ibr iumstrategiestobesaferandmaythereforechoosethosestrate-
gies. \ \ 'eof fer twoexamplesofthiskind.Thef l rst isduetojohnMorgan,aneco.
nomics prot'essor at the university of california, Berkeley; Figure 5'3 shows the

game table.
Cell-by-cell inspection quickly reveals that this game has a unique Nash

equilibrium-namely, (A, A), yielding the payoffs (2' 2)' Bltt you may think' as

did several participants in an experiment conducted by Morgan, that playing C

has a lot of appeal, for the following reasons. lt guaranteesyou the same payoff

as you would get in the Nash equilibrium-namely, 2; whereas, if you play your

Nash equilibrium strategyA, you will geta2 only so long as the other player also

playsA.\ .Vhytakethatchance?\ ' \4eat ismore' i fyouthinktheotherplayermight
use this rationale for playing C, then you would be making a serious mistake by

playing A; you woutd get only a 0 when you could have gotten your guaranteed2

by playing C.

Myersonwouldrespond,. .NotSofast . I fyoureal lybel ievethattheother
player would think thus and would play c, then you should play B to get the pay-

off 3. And if you think the other person would think thus and so would play B'

thenyourbestresponsetoBisA'Andifyouthinktheotherwouldf igurethisout
too, You should be playing your best response to A' namely A' Rack to the Nash

FIGURE 5.3 A Game wrth a Quest ionable Nash Equi l ibr ium

lsRoger Myerso n, Game Theory (Cambridge: Harvard University Press' 1991)' p' 106'
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equilibrium!" As you can see, criticizing Nash equilibrium and rebutring the crit-
icisms is itself something of an interectual game, and quite a fascinating one.

The second example, due to David Kreps, is even more dramatic. The pavoff
matrix is in Figure 5.4. Before doing any theoretical analysis of this game, \-ou
should pretend that you are actually playing the game and that you are plar-er -{.
\Mhich of your two actions would you choose?

Keep in mind your answer to the preceding question and let us proceed to
analyze the game. If we start by looking for dominant strategies, we see that
playerA has no dominant strategy but player B does. playing Left guarantees B a
payoff of 10, no matter what A does, versus the 9.9 that is gained by playing
Right (also no matter what A does). Thus, player B should play Left. Given that
player B is going to go Left, plalrer A does better to go Down. The unique pure_
strategyNash equilibrium of this game is (Don'n, Left); each player achieves a
payoff of 10 at this outcome.

The problem that arises here is that many people (but not all) rvould not, as
player A, choose to play Do'vrm. ovhat did you choose?) This is true for those who
have been students of game theory for years as well as for those r,r,ho have never
heard of the subject.If A has any doubts about eitherB'spayoffs orB,s rational_
ity, then it is a lot safer for A to play Up than to play her Nash equilibrium strat_
egy of Donm. \Mhat if A thought the payoff table was as illustrated in Figure 5.4
but in reality B's payoffs were the reverse-the 9.9s went with Left and the 10s
went with Right? lVhat if the 9.9s were only an approximation and the exact pay_
offs were actually 10.1? VVhat if B was a player with a substantially different value
system or was not a truly rational player who might choose the ,,wrong,, action
just for fun? Obviously, our assumptions of perfect information and rationality
can really be crucial to the analysis that we use in the study of strategy. Doubts of
players can alter equilibria from those that we would normally predict and can
call the reasonableness of the Nash equilibrium concept into question.

However, the real problem with many such examples is not that the Nash
equilibrium concept is inappropriate but that the examples choose to use it in
an inappropriately simplistic way. In this example, if there are any doubts about
B's payoffs, then this fact should be made an integral part of the analysis. If A
does not know B's payoffs, the game is one of asymmetric information, and we

B

Left Right

A
Up 9,10 R oo

Down 10, 10 - 1000, 9.9

FIGURE 5.4 Disastrous Nash Equi l ibr ium?
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do not develop the general techniques for studying such games until chapter 9'

But this particular eranrple is a relatively simple game of that kind, and we can

figure out its equilibrir.rn-r r-erv easily.

suppose -\ rhinks rl'iere is a probability p that B's payoffs from Left and Right

are the reverse ot rhose shoum in Figure 5.4; so (I - p) is the probability that B's

payoffs are as sratecl in that figure. Because A must take her action without know-

ing which is rhe case, she must choose her strategy to be "best on the average'" In

this gan-re rhe calculation is simple, because in each case B has a dominant strat-

eg\,; the o11r'problem forA is that in the tr,vo different cases different strategies are

domlrrant tbr B. With probability (I - p), B's dominant strategy is Left (the case

sho$]] in the figure) and, with probability p, it is Right (the opposite case)' There-

fore il,\ chooses Up, then with probability (1 - 0 he will meet B playing Left and

Sogetapayoffofg;wi thprobabi l i typ,hewi l lmeetBplayngRightandSogeta
par-off of B. Thus A's statistical or probability-weighted average payoff from play-

ing up is 9(1 - 7t) + Bp.Similarly, A's statistical average payoff from plalnng Dor"r'n

is 10(1 - p) - 1000p. Therefore it is better for A to choose Up if

9(1 p) + Bp > 10(1 -  p) -  1000p, or p > 1/1009'

Thus, even if there is only a very slight chance that B's payoffs are the opposite

of those in Figure 5.4, it is optimal for A to play up. In this case, analysis based

on rational behavior, when done correctly, contradicts neither the intuitive sus-

picion nor the experimental evidence after all'

In the preceding calculation, we supposed that, facing an uncertain

prospect of payoffs, player A would calculate the statistical average payoffs from

her different actions and would choose that action which yields her the highest

statistical average payoff. This implicit assumption, though it serves the pur-

pose in this example, is not without its ornm problems. For example, it implies

that a person faced with two situations, one having a 50-50 chance of winning

or losing $10 and the other having a 50-50 chance of winning $10,001 and losing

$10,000, should choose the second situation, because it yields a statistical aver-

age winning of 50 cents (] X 10,001 - ] x IO,OOO), whereas the firstyields 0 (; x

10 - j x 10). But most people would think that the second situation carries a

much bigger risk and would therefore prefer the first situation' This difficulty is

quite easy to resolve. In the Appendix to chapter 7, we show how the construc-

tion of a scale of payoffs that is suitably nonlinear in money amounts enables

the decision maker to allow for risk as well as return'

B. Multiplicity of Nash Equilibria

Another criticism of the Nash equilibrium concept is based on the observation

that many games have multiple Nash equilibria. Thus, the argument goes, the

concept fails to pin down outcomes of games sufficiently precisely to give
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unique predictions. This argument does not automatically require us to aban-
don the Nash equilibrium concept. It merely says that the concepr is not
enough by itself and must be supplemented by some other consideration rhat
selects the one equilibrium with better claims to be the outcome than the rest.

In Chapter 4, we studied many games of coordination with multiple equilib-
ria. From among these equilibria, the players may be able to select one as a foca_l
point if they have some common social, cultural, or historical knowledge or if the
game has some deliberate or accidental features that enable their expectations to
converge. Here is a very extreme example of multiplicity of Nash equilibria in a
coordination game. Two players are asked to write down, simultaneously and in-
dependently, the share that each wants of a total prize of $100. If the amounts that
they write dor,tm add up to $ 100 or less, each player is given what she wrote. If the
two add up to more than $100, neither gets an),thing. For anv r, one playerwriting
;c and the other writing (100 - x) is a Nash equilibrium. Thus the game has an (al-
most) inflnite range of Nash equilibria. But in practice, 50:50 emerges as a focal
point. This social norm of equality or fairness seems so deeply ingrained as to be
almost an instinct; players who choose 50 say that it is the obvious answer. To be
a true focal point, not only should it be obvious to each, but everyone should
know that it is obvious to each, and everyone should know that . . . ; in other
words, its obviousness should be common knowledge. That need not always be
the case, as we see when we consider a situation in which one player is a woman
from an enlightened and egalitarian society who believes that 50:50 is obvious
and the other is a man from a patriarchal society who believes it is obvious that, in
any matter of division, a man should get three times as much as a woman. Then
each will do what is obvious to her or him, and they will end up with nothing, be-
cause neither's obvious solution is obvious as common knowledge to both.

The existence of focal points is often a matter of coincidence, and creating
them where none exist is basically an art that requires a lot of attention to the
historical and cultural context of a game and not merely its mathematical de-
scription. This bothers many game theorists, who would prefer the outcome to
depend only on an abstract speciflcation of a game-players and their strategies
should be identified by numbers without any external associations. we dis-
agree. We think that historical and cultural contexts are just as important to a
game as its purely mathematical description, and, if such context helps in se-
lecting a unique outcome from multiple Nash equilibria, that is all to the better.

In chapter 6, we will see that sequential-move games can have multiple
Nash equilibria. There, we introduce the requirement of credibilitythat enables
us to select a particular equilibrium; it turns out that this one is in fact the roll-
back equilibrium of chapter 3. In more complex games with information
asymmetries or additional complications, other restrictions called refinements
have been developed to identifu and rule out Nash equilibria that are unrea-
sonable in some way. In Chapter 9, we consider one such refinement process
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that selects an outcorle called a Bayesian perfect equilibrium. The motivation

for each refinement is otien speciflc to a particular type of game. A refinement

stipulates hotv plavers update their information when they observe what

moves other plalers made or failed to make. Each such stipulation is often per-

fectly reasonable in its context, and in many games it is not difficult to elimi-

nate most of the Nash equilibria and therefore to narrow down the ambiguity

in predict ion.
The opposite of the criticism that some games may have too many Nash

equilibria is that some games may have none at all. We saw an example of this in

Sectior-r l.B and said that, by extending the concept of strategy to random mix-

tures, \ash equilibrium could be restored. In Chapters 7 and B we explain and

consider Nash equilibria in mixed strategies. In higher reaches of game theory,

there are more esoteric examples of games that have no Nash equilibrium in

mixed strategies either. However, this added complication is not relevant for the

tlpes of analysis and applications that we deal with in this book; so we do not

attempt to address it here.

C. Requirements of Rationality for Nash Equilibrium

Remember that Nash equilibrium can be regarded as a system of the strategy

choices of each player and the belief that each player holds about the other

players' choices. In equilibrium, (1) the choice of each should give her the best

payoff given her belief about the others' choices, and (2) the belief of each

player should be correct-that is, her actual choices should be the same as what

this player believes them to be. These seem to be natural expressions ofthe re-

quirements of the mutual consistency of individual rationality. If all players

have common knowledge that they are all rational, how can any one of them ra-

tionally believe something about others' choices that would be inconsistent

with a rational response to her own actions?

To begin to address this question, we consider the three-by-three game in

Figure 5.5. Cell-by-cell inspection quickly reveals that it has only one Nash equi-

librium-namely, (R2, C2), leading to payoffs (3, 3). In this equilibrium, Row

plays R2 because she believes that Column is playing C2' \ttlhy does she believe

this? Because she knows Column to be rational, Row must simultaneously be-

lieve that Column believes that Row is choosing R2, because C2 would not be

Column's best choice if she believed Row would be playing either Rl or R3.

Thus, the claim goes, in any rational process of formation of beliefs and re-

sponses, beliefs would have to be correct.

The trouble with this argument is that it stops after one round of thinking

about beliefs. If we allow it to go far enough, we can justify other choice com-

binations. We can, for example, rationally justify Row's choice of Rl. To do so,

we note that Rl is Row's best choice if she believes Column is choosing C3.
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FIGURE 5.5 Justi fying Choices by Chains of Bel iefs and Responses

\4lhy does she believe this? Because she believes that column believes that
Row is playing R3. Row justifies this belief by thinking that column believes
that Row believes that column is playing cl, believing ihat Row is playing Rl,
believing in turn... This is a chain of beliefs, each link of nhich is oerfectlv
rational.

Thus rationality alone does not justify Nash equilibrium. There are more so-
phisticated arguments of this kind that do justiff a special form of Nash equilib-
rium in which players can condition their strategies on a publicly observable
randomization device. But we leave that to more advanced treatments. in the
next section, we develop a simpler concept that captures what is logically im-
plied by the players' common knowledge of their rationality alone.

\Mhat strategy choices in games can be justified on the basis of rationality alone?
In the matrix of Figure 5.5, we can justify any pair of strategies, one for each
player, by using the same type of logic as that used in section 3.c. In other
words, we can justiff any one of the nine logically conceivable combinations.
Thus rationality alone does not give us any power to narrow down or predict
outcomes at all. Is this a general feature of all games? No. For example, if a strat-
egy is dominated, rationality alone can rule it out of consideration. And, when
players recognize that other players, being rational, will not play dominated
strategies, iterated elimination of dominated strategies can be performed on the
basis of common knowledge of rationality. Is this the best that can be done? No.
some more ruling out of strategies can be done, by using a propefiy slightly
stronger than being dominated in pure strategies. This property identifies
strategies that are never a best response. The set of strategies that surwive elimi-
nation on this ground are called rationalizable, and the concept itself is known
as rationalizability.

COLUMN

c1 C2 c3

ROW

R1 0,7 7,0

R2 \) 5,2

R3 7,0 2,5 0,7
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A. Applying the Contept of Rationalizability

consider the game in Figure 5.6, which is the same as Figure 5.5 but with an ad-

ditional strareg)' for each player.16 We just indicated that nine of the strategy

combinations that pick one of the first three strategies for each of the players

can be justified br a chain of beliefs about each other's beliefs' That remains

true in this enlarged matrix. But can R4 and C4 be justified in this way?

Could Ro$' ever believe that Column would play C4? Such a belief would

have to be justified by column's beliefs about Row's choice. vvhat might col-

umn beliet.e about Row's choice that would make c4 column's best response?

\ othing. If column believes that Row would play Rl, then column's best choice

is c l. If column believes that Row will play R2, then column's best choice is c2'

If column believes that Row will play R3, then c3 is column's best choice. And,

if column believes that Row will play R4, then cl and c3 are tied for her best

choice. Thus C4 is never a best response for Column.17 This means that Row,

knowing Column to be rational, can never attribute to Column any belief about

Row's choice that would justify Column's choice of C4' Therefore Row should

never believe that Column would choose C4'

Note that, although c4 is never a best response, it is not dominated by any

of Cl, C2, and C3. For Column, C4 does better than Cl against Row's R3, better

than C2 against Row's R4, and better than C3 against Row's Rl. If a strategy ls

dominated, it also can never be a best response. Thus "never a best response"

is a more general concept than "dominated." Eliminating strategies that are

FlGURE5.6 Rat ional izableStrategies

rcThis example is taken from the original article that developed the concept of rationalizability'

See Douglas Bernheim, ,,Rationalizable Strategic Behavior," Econometrica, vol. 52, no. 4 (Ittly 1984),

pp. 1007_1028. See also Arrdreu Mas-Colell, Michael I,A/hinston, and Jerry Green, Microeconomic

Theory (NewYork: Oxford University Press, 1995)' pp'242-245'
t/Note that in each case the best choice is strictly better than C4 for Column' Thus C4 is never

even tied fbr a best response. We can distinguish between weak and strong senses of never being a

best response Just as we distinguished between weak and strong dominance. Here, we have the

strong sense.

COLUMN

r1 c2 c3 c4

ROW

R1 0,7 7,0 0, 1

R2
q) 0,1

R3 7,0 2,5 0,7 0, 1

R4 0,0 0, -2 0,0 10,-1
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never a best response may be possible even when eliminating dominated
strategies is not. So eliminating strategies that are never a best response can
narrow down the set of possible outcomes,more than can elimination of domi-
nated strategies.lB

The elimination of "never best response" strategies can also be carried out
iteratively. Because a rational Row can never believe that a rational Column n-ill
play c4, a rational column should foresee this. Because R4 is Row's best re-
sponse only against c4, column should never believe that Row will play R4.
Thus R4 and C4 can never figure in the set of ration alizable stratgies. The con-
cept of rationalizability does allow us to narrow dor,rm the set of possible out-
comes of this game to this extent.

If a game has a Nash equilibrium, it is rationalizable and in fact can be sus-
tained by a simple one-round system of beliefs, as we saw in Section 3.c. But
more generally, even if a game does not have a Nash equilibrium, it may have
rationalizable outcomes. consider the two-by-two game obtained from Figure
5.5 or Figure 5.6 by retaining just the strategies Rl and R3 for Row and cl and
c3 for column. It is easy to see that it has no Nash equilibrium in pure strate-
gies. But all four outcomes are rationalizable with the use of exactly the chain of
beliefs, constructed earlier, that went around and around these strategies.

Thus the concept of rationalizabiliLy provides a possible way of solving
games that do not have a Nash equilibrium. And more importantly, the concept
tells us how far we can narrow down the possibilities in a game on the basis of
rationality alone.

B. Rationalizability Leading to Nash Equilibrium

In some games, iterated elimination of never-best-response strategies narrows
things dov,n all the way to Nash equilibrium. This result is useful because in
these games we can strengthen the case for Nash equilibrium by arguing that it
follows purely from the players' rational thinking about each other's thinking.
Interestingly, one class of games that can be solved in this way is very important
in economics. This class consists of competition between firms that choose the
quantities that they produce, knowing that the total quantity that is put on the
market will determine the price.

We illustrate a game of this type in the context of a small coastal tor,rm. It has
two fishing boats that go out every evening and return the following morning to
put their night's catch on the market. The game is played out in an era before mod-
ern refrigeration; so all the fish has to be sold and eaten the same dav. Fish are

rsln Chapter B, we will see that in two-player games, a strategy that is never a best response can
be dominated by a mixture of the other strategies. Therefore, in two-player games that allow mixed
strategies, the two kinds of elimination become equivalent.
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quite plentiful in the ocean near the town; so the or,tmer of each boat can decide
how much to catch each night. But each knows that, if the total that is brought to
the market is too large, the glut of flsh will mean a low price and low profits.

Specificallr, \\'e suppose that, if one boat brings X barrels and the other
brings Ybarrels of fish to the market, the price P (measured in ducats per barrel)
will be P: 60 - (X - Y) . We also suppose that the two boats and their crews are
somewhat different in their flshing efficiency. Fishing costs the first boat 30
ducats per barrel and the second boat 36 ducats per barrel.

\ou' rve can write down the proflts of the two boat owners, U and V, in
terms of their strategies Xand X

u: t(60 -  x- Y) -  30lx- (30 -  I / )  x- x 'z

v:  t (60 -x-Y) 36lv:  (24-X)Y-Y

\Vith these payoff expressions, we construct best-response curves and find the
Nash equilibrium.

The first boat's best response Xshould maximize Ufor each given value of
the other boat's L With the use of calculus, this means that we should differen-
tiate Uwith respect to X, holding Ifixed, and set the derivative equal to zero,
which gives

(30 -  Y) -  2X:0;  so X: 15 -  Yl2.

The noncalculus approach would be to complete the square in the expression
for U:

u:  t (30 -  Y)1212 -  I  (30 -  Y)12 -  x l2

and observe that X appears only in the second squared term on the right-hand
side. Because this term has a negative sign, it should be made as small as possible-

namely, zero-to make U as large as possible. This gives (30 - Y) 12 - X : 0, or
x:15 -  Yt2.

Similarly, the best-response equation of the second boat is found by choos-
ing Yto maximize Tfor each fixed X yielding

(24- X) -2Y:0;  so Y:12- Xlz.

The Nash equilibrium is found by solving the two best-response equations
jointly for Xand U which is easy to do. So we just state the results:le Quantities
are X - 12 and Y: 6; price is P : 42; and profits are U : 144 and V: 36.

leAlthough they are incidental to our purpose, some interesting properties of the solution are
worth pointing out. The quantities differ because the costs differ; the more efflcient (iower-cost)

boat gets to sell more. The cost and quantity differences together imply even bigger differences in
the resulting profits. The cost advantage ofthe first boat over the second is only 20%, but it makes
four times as much profit as the second boat.
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9 13.75 15

FIGURE 5.7 Nash Equil ibrium Through Rationalizabil ity

Figure 5.7 shows the two fishermen's best-response curves (labeled BRI and
BR2 with the equations displayed) and the Nash equilibrium (labeled N with its
coordinates displayed) at the intersection of the two curves. Figure 5.7 also
shows how the players' beliefs about each other's choices can be narrowed
doi.m by iteratively eliminating strategies that are never best responses.

What values of Ycan the first owner rationally believe the second or.r,ner will
choose? That depends on what the second owner thinks the flrst olnmer will pro-
duce. But no matter what this might be, the whole range of the second o\^mer's
best responses is between 0 and 12. So the first owner cannot rationally believe
that the second owner will choose anlthing else; all negative choices of Y(obvi-
ously) and all choices of Igreater than 72 (less obviously) are eliminated. Simi-
larly, the second owner cannot rationally think that the first owner will produce
anything less than 0 or greater than 15.

Now take this to the second round. \Mhen the first owner has restricted the
second oumer's choices of tsto the range between 0 and 12, her ornm choices of X
are restricted to the range of best responses to Y's range. The best response to
I/ :  0 is X: 15, and the best response to I :  12 is X: 15 -  l2 l2 :  9.  Because
BRI has a negative slope throughout, the whole range of Xallowed at this round
of thinking is between 9 and 15. Similarly, the second oumer's choice of Yis re-
stricted to the range of best responses to Xbetween 0 and lS-namely, values

7.5

4.5

BRl:X= 15-Y/2

N = (1 2,  6)

I
+
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between Y - 12 and )' - 12 - I5l2 - 4.5. Figure 5.7 shows these restricted

ranges on the axes.
The third rouud of rhinking narrows the ranges further. Because Xmust be

at least 9 and BR2 has a negative slope, Ycan be at most the best response to

9-name1v, l ': l2 - gl2 - 7.5. In the second round, Ywas already shown to

be at least {.5. Tl-n-rs }'is now restricted to be between 4.5 and 7.5. Similarly,

because )-must be at least 4.5, Xcanbe at most 15 -  4 '512: 13.75. In the sec-

ond round. -\ rr-as shown to be at least 9; so now it is restricted to the range

from 9 to 13. i5.
T]-tis succession of rounds can be carried on as far as you like, but it is al-

read\ e\ rclent that the successive narrowing of the two ranges is converging on

the \ash equilibrium, x: 12 and Y: 6. Thus the Nash equilibrium is the only

olrcorne that survives the iterated elimination of strategies that are never best

responses.2o This process will work for any game that has a unique Nash equilib-

rium at the intersection of downward-sloping best-response culves.2r

This argument should be carefully distinguished from an older one based

on a succession of best responses. The old reasoning proceeded as follows. Start

at any strategy for one of the players-say, X: 18. Then the best response of the

other is Y: 12 -  l8 l2:  3.  The best response of Xto } . :  3 is X :  15 -  312:

13.5. In turn, the best response of Yto X: 13.5 is 12 - 13.512 : 5.25. Then, in its

turn, the best Xagainst this Yis X: 15 - 5.2512 : 12.375. And so on.

The chain of best responses in the old argument also converges to the Nash

equilibrium. But the argument is flawed. The game is played once with simulta-

neous moves. It is not possible for one player to respond to what the other

player has chosen, then have the first player respond back again, and so on' If

such dynamics of actual play were allowed, would the players not foresee that

the other is going to respond and so do something different in the first place?

The rationalizability argument is different. It clearly incorporates the fact

that the game is played only once and with simultaneous moves. All the think-

ing regarding the chain of best responses is done in advance, and all the succes-

sive rounds of thinking and responding are purely conceptual' Players are not

responding to actual choices but are merely calculating those choices that will

never be made. The dynamics are purely in the minds of the players'

2oThis example can also be solved by iteratively eliminating dominated strategies, but proving

dominance is harder and needs more calculus, whereas the never-best-response property ls obvi-

ous from Figure 5.7; so we use the simpler argument.
2,A similar argument works with upward-sloping best-response curves, such as those in the pric-

ing game of Figure 5.1, for narrowing the range of best responses starting at low prices. Narrowing

from the higher end is possible only if there is some obvious starting point. This starting point might

be a very high price that can never be exceeded for some externally enforced reason-if, for exam-

ple, people simply do not have the money to pay prices beyond a certain level'
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l

\A4ren players in a simultaneous-move game have a continuous range oi acrions
to choose, best-response analysis yields mathematical best-response ntles rb.ar
can be solved simultaneously to obtain Nash equilibrium strategy choices. The
best-response rules can be shonm on a diagram in which the intersection of the
two curves represents the Nash equilibrium. Firms choosing price or quantin
from a large range of possible values and political parties choosing campaign
advertising expenditure levels are examples of games with continuous strategies.

The results of laboratory tests of the Nash equilibrium concept show that a
common cultural background is essential for coordinating in games with multiple
equilibria. Repeated play of some games shor,r,s that players can learn from expe-
rience and begin to choose strategies that approach Nash equilibrium choices.
Further, predicted equilibria are accurate only when the experimenters' assump-
tions match the true preferences of players. Real-world applications of game the-
ory have helped economists and political scientists, in particular, to understand
important consumer, flrm, voter, legislature, and government behar.-iors.

Theoretical criticisms of the Nash equilibrium concept have argued that the
concept does not adequately account for risk, that it is of limited use because
many games have multiple equilibria, and that it cannot be justifled on the basis
of rationality alone. In many cases, a better description of the game and its pay-
off structure or a refinement of the Nash equilibrium concept can lead to better
predictions or fewer potential equilibria. The concept of rationalizabitity relies
on the elimination of strategies that are neuer a best response to obtain a set of
rationalizable outcomes. \l/hen a game has a Nash equilibrium, that outcome
will be rationalizable; but rationalizability also allows one to predict equilibrium
outcomes in games that have no Nash equilibria.

if$liri$iiftir KEY TERMS rr:fiiiilitili i

best-response curves (127)
best-response rule (124)
continuous strategy (124)
never a best response (145)

rationalizability ( I 45)
rationalizable (fa5)

refinement (143)

iHle,ir.}lifiiliifi EXERCISES :,lljliiiiiil:: i;ii+i,lillriiIl$ rr'' , ',,,,

l. In the political campaign advertising game in section l.B, party L chooses
an advertising budget, x (millions of dollars), and party R similarly chooses a
budget, y (millions of dollars). We showed there that the best-response rules
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in that game are l': \ t- n, for party R' and *: {y - y for party L' use

thesebest-responserulestover i fythattheNashequi l ibr iumadvert is ing
budgets are .r : )' : I | 4, or $250,000'

2. The bistro game of Figure 5.1 defines demand functions for Xavier's (Q*)

and Yr-onne's (Qu) as Q*: 44 - 2 P"* P' and Qv: 4+ - 2 P, * P"' Profits for

each firm depend, in addition, on their costs of serving each customer. Sup-

pose,here, thatYvonne,sisabletoreducei tscoststo$6percustomerbyre-
distributing the serving tasks and layrng off several SeIverS; Xavier,s

continues to incur a cost of $B per customer'

(a) Recalculate the best-response rules and the Nash equilibrium prices for

the two firms, given the change in the cost conditions'

(b)Graphthetwobest-responsecurvesanddescr ibethedi f ferencesbe-

tween your graph and Figure 5'1' In particular' which curue has moved

and by how much? Can you account for the changes in the diagram?

3.YuppietownhastwofoodStores,LaBoulangerie,whichsel lsbread,andLa
Fromagerie,whichsel lscheese.I tcosts$l tomakealoafofbreadand$2to
makeapoundofcheese.I fLaBoulanger ie 'spr iceisPtdol larsper loafof
breadandLaFromagerie 'spr iceisP2dol larsperpoundofcheese,theirre-
spect iveweekiy.ale.,q ' thousandloavesofbreadandQ,thousandpounds
of cheese, are given by the following equations:

Qr : 10 - Pr - 0.5P2, Qr: 12 - 0.5h - P2'

(a)FindthetwoStores,best-responserules, i l lustratethebest-response

curves, and find the Nash equilibrium prices in this game'

(b) Suppose that the two stores collude and set prices jointly to maximize

thesumoftheirprof l ts.Findthejointprof i t -maximizingpricesforthe
stores.

(c)Provideashort intui t iveexplanat ionforthedi f ferencesbetweenthe

Nashequi l ibr iumpricesandthosethatmaximizejointprof l t . \Nhyis
joint profit maximization not a Nash equilibrium?

(d) In this problem, bread and cheese are mutual complemenfs' They are

often consumed together; that is why a drop in the price of one in-

creases the sales of the other. The products in our bistro example in

Sect ionl .Aaresubst i tutesforeachother.Howdoesthisdi f ferenceex-
plainthedifferencesbetweenyourfindingsforthebest-responserules,
theNashequi l ibr iumprices,andthejointprof i t -maximizingpricesin
thisquest ion,andthecorrespondingent i t iesinthebistroexamplein
the text?

5.TwoCartssel l ingcoconutmi lk( f romthecoconut)arelocatedat0andl '1
mi leapartonthebeachinRiodeJaneiro.(Theyaretheonlytwococonut
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milk carts on the beach.) The carts-cart 0 and cart l-charge prices poand

p,, respeitively, for each coconut. Their customers are the beach goers uni-

formly distributed along the beach between 0 and 1. Each beach goer will

purchase one coconut milk in the course of her day at the beach and' in ad-

dition to the price, each will incur a transport cost of 0.5 times d2, where d is

the distance (in miles) from her beach blanket to the coconut cart. In this

system, Cart 0 sells to all of the beach goers located between 0 and I, and

Cart I sells to all of the beach goers located betriveen .{ and 1, where x is the

location of the beach goer who pays the same total price if she goes to 0 or 1.

Location x is then defined by the expression

po r  0.5x2: P'  -  0.5( l  -  x)2.

The two carts will set their prices to maximize their bottom-line profit fig-

ures, B,'profits are determined by revenue (the calt's price times its number

ofcustomers)andCoSt(thecartseachincuracostof50.25percoconut
times the number of coconuts sold).

(a) Determine the expression for the number of customers served at each

cart. (Recall that Cart 0 gets the customers between 0 and x, or just .r,

while Cart 1 gets the customers between x and 1, or I - x')

(b) Write out proflt functions for the two carts and find the two best-

response rules for their Prices.
(c) Graph the best-response rules, and then calculate (and show on your

graph) the Nash equilibrium price level for coconuts on the beach.

6. The game illustrated in Figure 5.3 has a unique Nash equilibrium in pure

strategies. Howevet, all nine outcomes in that game are rationalizable' Con-

firm this assertion, explaining your reasoning for each outcome.

7. The game illustrated in Figure 5.4 has a unique Nash equilibrium in pure

strategies. Find that Nash equilibrium, and then show that it is also the

unique rationalizable outcome in that game'

B. section 4.B describes a flshing game played in a small coastal tornm. \'A/hen

the response rules for the two boats have been derived, rationalizability can

be used to justify the Nash equilibrium in the game. In the description in the

text, we take the process of narrowing dor,nm strategies that can never be best

responses through three rounds. By the third round, we know that X (the

number of barrels of fish brought home by boat 1) must be at least 9, and

that y (the number of barrels of fish brought home by boat 2) must be at

least 4.5. The narrowing process in that round restricted Xto the range be-

tween 9 and 13.75 while restricting Yto the range between 4.5 and 7.5' Take

this process of narrowing through one additional (fourth) round and show

the reduced ranges of Xand ythat are obtained at the end of the round'
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9. Nash equilibriun through rationalizability can be achieved in games with up-
ward-sloping best-response culves if the rounds of eliminating never-best-

response strategies begin with the smallest possible values. Consider the
pricing game benveen Xavier's Tapas Bar and Yvonne's Bistro that is illus-

trated in Figure 5.i. Use Figure 5.1 and the best-response rules from which it

is derived to begin rationalizing the Nash equilibrium in that game. Start with

the lon'est possible prices for the two firms and describe (at least) two rounds

of narroujng the set of rationalizable prices toward the Nash equilibrium.

10. Optional, requires calculus Recall the political campaign advertising exam-
ple trom Section 1.B concerning parties L and R. In that example, when

L spends $x million on advertising and R spends $y million, L gets a share

-r/ (x + y) of the votes and R gets yl(x + /). We also mentioned that two t)?es
of asymmetries can arise between the parties in that model. One party-say,

R-may be able to advertise at a lower cost or R's advertising dollars may be
more effective in generating votes than L's. To allow for both possibilities,

we can write the payoff functions of the two parties as

r/  -vl ,  -
--  |  I - - .

^ - r  
Ky

-x and tl -vR - - cy.
,- |  l - - .

"\ -r Ky

These payoff functions show that R has an advantage in the relative effec-
tiveness of its ads when k is high and that R has an advantage in the cost of
its ads when cis low.
(a) Use the payoff functions to derive the best-response functions for R

(which chooses y) and L (which chooses x).
(b) Use your calculator or your computer to graph these best-response

functions when k: I and c: 1. Compare the graph with the one for the
case in which /c : I and c : 0.8. \.Vhat is the effect of havinq an advan-

tage in the cost of advertising?
(c) Compare the graph from part b, when /c: I and c: 1 with the one for

the case in which k: 2 and c - 1. \Mhat is the effect of having an advan-
tage in the effectiveness of advertising dollars?

(d) Solve the best-response functions that you found in part a, jointly for x

and y, to show that the campaign advertising expenditures in Nash

equilibrium are

x_ ,+ and y-.  o 
-(c 

-  
k) i  (c 

-  k) '

(e) Let k : I in the equilibrium spending level equations and show how the
two equilibrium spending levels vary with changes in c. The let c : I
and show how the two equilibrium spending levels vary with changes in

k. Do your answers support the effects that you observed in parts b and
c ofthis exercise?

ky
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Combining Sequential and
Simultaneous Moves

I 
u cuarrpn 3 we considered games of purely sequential moves; chapters 4

I and 5 dealt with games of purely simultaneous moves. we developed con-

I 
cepts and techniques of analysis appropriate to the pure game t),?es-trees

r and rollback equilibrium for sequential moves, payoff tables and Nash equi-
librium for simultaneous moves. In reality, however, many strategic situations
contain elements of both t5,pes of interaction. Also, although we used game
trees (extensive forms) as the sole method of illustrating sequential-move
games and game tables (strategic forms) as the sole method of illustrating
simultaneous-move games, we can use either form for any ty?e of game.

In this chapter, we examine many of these possibilities. we begin by show-
ing how games that combine sequential and simultaneous moves can be solved
by combining trees and payoff tables and by combining rollback and Nash equi-
librium analysis in appropriate ways. Then we consider the effects of changing
the nature of the interaction in a particular game. Specifically, we look at the ef-
fects of changing the rules of a game to convert sequential play into simultane-
ous play and vice versa and of changing the order of moves in sequential play.
This topic gives us an opportunity to compare the equilibria found by using the
concept of rollback, in a sequential-move game, with those found by using the
Nash equilibrium concept, in the simultaneous version of the same game. From
this comparison, we extend the concept of Nash equilibria to sequential-play
games. It turns out that the rollback equilibrium is a special case, usually called
a refinement, of these Nash equilibria.

15s
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wtTll 30TH

As mentioned set-eral times thus far, most real games that you will encounter

will be made r,rp of numelous smaller components. Each of these components

may entail sirnultaneous play or sequential play; so the full game requires you

to be familiar uith both. The most obvious examples of strategic interactions

containing both sequential and simultaneous parts are those between two (or

morel players over an extended period of time. You may play a number of dif-

ferent simultaneous-play games against your roommate, for example, in the

course of a week; your play, as well as hers, in previous situations is important

in determining how each of you decide to act in the next "round." Also, many

sporting events, interactions between competing firms in an industry, and po-

litical relationships are sequentially linked series of simultaneous-move games.

Such games are analyzed by combining the tools presented in Chapter 3 (trees

and rollback) and in Chapters 4 and 5 (payoff tables and Nash equilibria).1 The

only difference is that the actual analysis becomes more complicated as the

number of moves and interactions increases.

A. Two-Stage Games and Subgames

Our main illustrative example for such situations includes two would-be tele-

com giants, CrossTalk and GlobalDialog. Each can choose whether to invest $10

billion in the purchase of a fiberoptic network. They make their investment de-

cisions simultaneously. If neither chooses to make the investment, that is the

end of the game. If one invests and the other does not, then the investor has to

make a pricing decision for its telecom services. It can choose either a high

price, which will attract 60 million customers, from each of whom it will make

an operating profit of $400, or a low price, which will attract B0 million cus-

tomers, from each of whom it will make an operating proflt of $200. If both firms

acquire flberoptic networks and enter the market, then their pricing choices be-

come a second simultaneous-move game. Each can choose either the high or

the low price. If both choose the high price, they will split the total market

equally; so each will get 30 million customers and an operating profit of $400

from each. If both choose the low price, again they will split the total market

equally; so each will get 40 million customers and an operating profit of $200
from each. If one chooses the high price and the other the low price, then the

lsometimes the simultaneous part of the game will have equilibria in mixed strategies, when the

rools we develop in Chapters 7 and 8 will be required. We mention this possibility in this chapter

where relevant and give you an opportunity to use such methods in exercises for the iater chapters.
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low-price firm will get all the B0 million customers at that price, and the high-
price firm will get nothing.

The interaction between CrossTalk and GlobalDialog forms a n\-o-srage
game. Of the four combinations of the simultaneous-move choices at the first
(investment) stage, one ends the game, two lead to a second-stage (pricing) de-
cision by just one player, and the fourth leads to a simultaneous-move (pricing)
game at the second stage. We show this game pictorially in Figure 6.1.

Regarded as a whole, Figure 6.1 illustrates a game tree, but one that is more
complex than the trees in Chapter 3. You can think of it as an elaborate "tree
house" with multiple levels. The levels are shown in different parts of the same
two-dimensional figure, as if you are looking down at the tree from a helicopter
positioned directly above it.

The first-stage game is represented by the payoff table in the top-left quad-
rant of Figure 6.1. You can think of it as the first floor of the tree house. It has
four "rooms." The room in the northwest corner corresponds to the "Don't in-
vest" first-stage moves of both firms. If the firms'decisions take the game to this
room, there are no further choices to be made; so we can think of it being like a
terminal node of a tree in Chapter 3 and show the payoffs in the cell of the table;

First stage:
investment game

Second stage:
CrossTalk's pricing decision

Second stage:
GlobalDialog's pr ic ing decis ion

GLOBAL-
DIALOG

Second stage:
pr ic ing game

cRoss-
TALK

GLOBALDIALOG

G
Don't lnvest

cRoss-
TALK

Don't 0,0 0,

lnvest 1,0

GLOBALDIATOG

High Low

cRoss-
TALK

High 2,2 -10,6

Low 6, -10 -2,  -2

FIGURE 6.1 A Two-Stage Game Combining Sequential and Simultaneous Moves
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both firms get 0. Horvever, all of the other combinations of actions for the two
firms lead to rooms that lead to further choices; so we cannot yet show the pay-
offs in those cei-ls. Instead, we show branches leading to the second floor. The
northeast and southtrest rooms show only the payoff to the firm that has not in-
vested; the branches leading from each of these rooms take us to single-flrm
pricing decisions in the second stage. The southeast room leads to a multi-
roomed second-floor structure within the tree house, which represents the
second-stage pricing game that is played if both firms have invested in the first
stage. This second-floor structure has four rooms corresponding to the four
combinations of the two firms'pricing moves.

All of the second-floor branches and rooms are like terminal nodes of a
game tree, so we can show the payoffs in each case. Payoffs here consist of each
firm's operating profits minus the previous investment costs; payoff values are
written in billions of dollars.

Consider the branch leading to the southwest corner of Figure 6.1. The
game arrives in that corner if CrossTalk is the only firm that has invested. Then,
if it chooses the high price, its operating proflt is $400 x 60 million : $24 billion;
after subtracting the $10 billion investment cost, its payoff is $14 billion, which
we write as 14. In the same corner, if CrossTalk chooses the low price, then its
operating profit is $2OO x B0 million : $16 billion, yielding the payoff 6 after ac-
counting for its original investment. In this situation, GlobalDialog's payoff is 0,
as shown in the southwest room of the first floor of our tree. Similar calculations
for the case in which GlobalDialog is the only firm to invest give us the payoffs
shor.tm in the northeast corner of Figure 6.1; again, the payoff of 0 for CrossTalk
is shown in the northeast room of the flrst-stage game table.

If both firms invest, both play the second-stage pricing game illustrated in
the southeast corner of the figure. \.Aihen both choose the high price in the sec-
ond stage, each gets operating profit of $400 x 30 million (half of the market), or
$12 billion; after subtracting the $10 billion investment cost, each is left with a
net proflt of $2 billion, or a payoff of 2. If both firms choose the low price in the
second stage, each gets operating proflt of $200 x 40 million : $B billion, and,
after subtracting the $10 billion investment cost, each is left with a net loss of $2
billion, or a payoff of -2. Finally, if one firm charges the high price and the other
firm the low price, then the low-price firm has operating profit of $200 x B0 mil-
lion : $16 billion, leading to the payoff 6, while the high-price firm gets no op-
erating profit and simply loses its $10 billion investment, for a payoff of - 10.

As with any multistage game in Chapter 3, we must solve this game back-
ward, starting with the second-stage game. In the two single-firm decision
problems, we see at once that the high-price policy yields the higher payoff. We
highlight this by showing that payoff in a larger-size q]lffe.

The second-stage pricing game has to be solved by using methods devel-
oped in Chapter 4. It is immediately evident, however, that this game is a pris-
oners' dilemma. Low is the dominant strategy for each firm; so the outcome is
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the room in the southeast corner of the second-stage game table; each firm gets
payoff -2.2 Again, we show these payoffs in a larger t),pe size to highlight the
fact that they are the payoffs obtained in the second-stage equilibrium.

Rollback now tells us that each first-stage configuration of moves should be
evaluated by looking ahead to the equilibrium of the second-stage game (or the
optimum second-stage decision) and the resulting payoffs. We can therefore
substitute the payoffs that we have just calculated into the previously empty or
partly empty rooms on the first floor of our tree house. This substitution gives
us a first floor with known payoffs, shown in Figure 6.2.

Now we can use the methods of Chapter 4 to solve this simultaneous-move
game. You should immediately recognize the game in Figure 6.2 as a chicken
game. It has two Nash equilibria, each of which entails one firm choosing Invest
and the other choosing Don't. The firm that invests makes a huge profit; so each
flrm prefers the equilibrium in which it is the investor while the other firm stays
out. In Chapter 4, we briefly discussed the ways in which one of the two equilib-
ria might get selected. We also pointed out the possibility that each firm might
try to get its preferred outcome, with the result that both of them invest and
both lose money. Indeed, this is what seems to have happened in the real-life
play of this game. In Chapter B, we investigate this t],pe of game further, show-
ing that it has a third Nash equilibrium, in mixed strategies.

Analysis of Figure 6.2 shows that the first-stage game in our example does
not have a unique Nash equilibrium. This problem is not too serious, because
we can leave the solution ambiguous to the extent that was done in the preced-
ing paragraph. Matters would be worse if the second-stage game did not have a
unique equilibrium. Then it would be essential to specifu the precise process by
which an outcome gets selected so that we could figure out the second-stage
payoffs and use them to roll back to the first stage.

The second-stage pricing game shown in the table in the bottom-right
quadrant of Figure 6.1 is one part of the complete two-stage game. However, it

GLOBALDIALOG

Oon't, lnvest

CROSSTALK
Don't 0,0 0,14

lnvest 14,0 a -2

FIGURE 5.2 Stage One Investment Game (After Substituting Rolled-Back Payoffs from the
Equil ibrium of the Second Stage)

2As is usual in a prisoners' dilemma, if the firms could successfully collude and charge high

prices, both could get the higher payoff of 2. But this outcome is not an equilibrium, because each

firm is tempted to cheat to try to get the much higher payoff of 6.
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is also a full-fledged game in its ornm right, with a fully specified structure of

players, strategies, and pavoffs. To bring out this dual nature more explicitly, it

is called a subgame of the full game.

More generall]-, a subgame is the part of a multimove game that begins at a

particular node of the original game. The tree for a subgame is then just that

part of the tree for the full game that takes this node as its root, or initial, node' A

multimor-e game has as many subgames as it has decision nodes.

B. (onfigurations of Multistage Games

In the mu-ltilevel game illustrated in Figure 6.1, each stage consists of a sequential-

moYe game. However, that may not always be the case. Simultaneous and sequen-

tial components may be mixed and matched in any way. we give two more

examples to clarisr this point and to reinforce the ideas introduced in the preced-

ing section.
The first example is a slight variation of the CrossTalk-GlobalDialog game'

Suppose one of the firms-say, GlobalDialog-has already made the $10 billion

investment in the fiberoptic network. crossTalk knows of this investment and

now has to decide whether to make its ornm investment. If CrossTalk does not in-

vest, then GlobalDialog will have a simple pricing decision to make. If CrossTalk

invests, then the two firms will play the second-stage pricing game already de-

scribed. The tree for this multistage game has conventional branches at the ini-

tial node and has a simultaneous-move subgame starting at one of the nodes to

which these initial branches lead. The complete tree is shovrm in Figure 6'3'

Second stage:
pr ic ing game

GLOBALDIALOG

High Low

cRosS-
TALK

High 2,2 -1 0,6

Low 6,-10 -2,  -2

Second stage:
GlobalDialog's

pricing decision

O,14

0,6

FIGURE 6.3 Two-Stage Game When One Firm Has Already Invested
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\A4ren the tree has been set up, it is easy to analyze the game. \\-e show the
rollback analysis in Figure 6.3 by using large type for the equilibrium pavoffs
that result from the second-stage game or decision and a thicker branch for
crossTalk's first-stage choice. In words, crossTalk figures out that, if it invests,
the ensuing prisoners' dilemma of pricing will leave it with payoff -2, r,r,hereas
staying out will get it 0. Thus it prefers the latter. GlobalDialog gets 14 instead of
the -2 that it would have gotten if CrossTalk had invested, but CrossTalk's con-
cern is to maximize its own payoff and not to ruin GlobalDialog deliberately.

This analysis does raise the possibility, though, that GlobalDialog may try
to get its investment done quickly before CrossTalk makes its decision so as to
ensure its most preferred outcome from the full game. And crossTalk may try
to beat GlobalDialog to the punch in the same way. In chapter 10, we study
some methods, called strategic moves, that may enable players to secure such
advantages.

our second example comes from football. Before each play, the coach for the
offense chooses the play that his team will run; simultaneously, the coach for the
defense sends his team out with instructions on how they should align them-
selves to counter the offense. Thus these moves are simultaneous. suppose the
offense has just two alternatives, a safe play and a risky play, and the defense
may align itself to counter either of them. If the offense has planned to run the
risky play and the quarterback sees the defensive alignment that will counter it,
he can change the play at the line of scrimmage. And the defense, hearing the
change, can respond by changing its ornm alignment. Thus we have a simultaneous-
move game at the first stage, and one of the combination of choices of moves at
this stage leads to a sequential-move subgame. Figure 6.4 shows the complete
tree.

This is a zero-sum game, and we show only the offense's payoffs, measured
in the number of yards that they expect to gain. The safe play gets 2 yards, even
if the defense is ready for it; if the defense is not ready for it, the safe play does
not do much better, gaining 6 yards. The risky play, if it catches the defense un-
ready to cover it, gains 30 yards. But, if the defense is ready for the risky play, the
offense loses 10 yards. We show this payoff of - 10 for the offense at the terminal
node where the offense does not change the play. If the offense changes the play
(back to safe), the payoffs are 2 if the defense responds and 6 if it does not; these
payoffs are the same as those that arise when the offense plans the safe play
from the start.

we show the chosen branches in the sequential subgame as thick lines in
Figure 6.4. It is easy to see that, if the offense changes its play, the defense will re-
spond to keep the offense's gain to 2 rather than 6 and that the offense should
change the play to get 2 rather than - 10. Rolling back, we should put the result-
ing payoff, 2, in the bottom-right cell of the simultaneous-move game of the first
stage. Then we see that this game has no Nash equilibrium in pure strategies.
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FIGURE 6.4 Simultaneous-Move First Stage Fol lowed by Sequential Moves

The reason is the same as that in the tennis game of Chapter 4, Section B; one

player (defense) wants to match the moves (align to counter the play that the of-

fense is choosing) while the other (offense) wants to unmatch moves (catch the

defense in the wrong alignment). in Chapter 7, we show how to calculate the

mixed-strategy equilibrium of such a game. It turns out that the offense should

choose the risky play with probability I /8, or l2.5To.
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The games considered in preceding chaptels wele presented as either sequen-

tial or simultaneous in nature. We used the appropriate tools of analysis to pre-

dict equilibria in each q,?e of game. In Section I of this chapter, we discussed

games with elements of both sequential and simultaneous play. These games

required both sets of tools to find solutions. But what about games that could be

played either sequentially or simultaneously? How would changing the play of a

particular game and thus changing the appropriate tools of analysis alter the ex-

pected outcomes?
The task of turning a sequential-play game into a simultaneous one requires

changing only the timing or observability with which players make their choices

of moves. Sequential-move games become simultaneous if the players cannot

observe moves made by their rivals before making their own choices. In that

case, we would analyze the game by searching for a Nash equilibrium rather

than for a rollback equilibrium. Conversely, a simultaneous-move game could

DEFENSE TO COVER

OFFENSE
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become sequential if one player were able to observe the other's mole before
choosing her ornm.

Any changes to the rules of the game can also change its outcomes. Here,
we illustrate a variety of possibilities that arise owing to changes in different
types of games.

A. Changing Simultaneous-Move Games into Sequential-Move Games

l. N0 CHANGE lN 0UTC0ME Certain games have the same outcomes in the equilibria of
both simultaneous and sequential versions and regardless of the order of play in
the sequential-play game. This result generally arises only when both or all
players have dominant strategies. We show that it holds for the prisoners'
dilemma.

Consider the prisoners' dilemma game of Chapter 4, in which a husband
and wife are being questioned regarding their roles in a crime. The simultane-
ous version of that game, reproduced in Figure 6.5a, can be redrawn as either
of the sequential-play games shown in Figure 6.5b and c. As in Figure 4.4, the
payoff numbers indicate years in jail; so low numbers are better than high
ones. In Figure 6.5b, Husband chooses his strategy before Wife does; so she
knows what he has chosen before making her own choice; in Figure 6.5c the
roles are reversed.

The Nash equilibrium of the prisoners' dilemma game in Figure 6.5a is for
both players to confess (or to defect from cooperating with the other). Using
rollback to solve the sequential versions of the game, illustrated in Figure 6.5b
and c, we see that the second player does best to confess if the first has con.
fessed (10 rather than25 years in jail) and the second player also does best to
confess if the first has denied (1 year rather than 3 years of jail). Given these
choices by the second player, the first player does best to confess (10 rather than
25 years in jail). The equilibrium entails 10 years of jail for both players regard-
less of which player moves first. Thus, the equilibrium is the same in all three
versions of this game.

ll. FIRST-M0VER ADVANTAGE A flrst-mover advantage may emerge when the rules of a
game are changed from simultaneous to sequential play. At a minimum, if the
simultaneous-move version has multiple equilibria, the sequential-move ver-
sion enables the first mover to choose his preferred outcome. We illustrate such
a situation with the use of chicken, the game in which two teenagers drive to-
ward each other in their cars, both determined not to swerve. We reproduce the
strategic form of Figure 4.14 in Figure 6.6a and two extensive forms, one for
each possible ordering of play, in Figure 6.6b and c.

Under simultaneous play, the two outcomes in which one player swerves (is
"chicken") and the others goes straight (is "tough") are both pure-strategy Nash
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(a) Simultaneous play

(b) Sequential play: Husband moves first HUSBAND,WIFE

1,25

HUSBAND

3,3

Sequential moves: Wife moves first WIFE, HUSBAND

5,5

FIGURE 6.5 Three Versions of the Prisoners'Dilemma Game
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(a) Simultaneous play

DEAN

JAMES
Swerve (Chicken), 0,0 -1,1

Straighh{I.oqgh) 1,  -1 -2,  -2

(b) Sequential play: James moves first JAMES, DEAN

-'1.  1

(<) Sequential play: Dean moves f irst

-2,  -2

DEAN,JAMES

FIGURE 6.6 Chicken in Simultaneous- and Sequential-Play Versions
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equilibria. Without speciflcation of some historical, cultural, or other conven-

tion, neither has a clain to be a focal point. Our analysis in Chapter 4 suggested

that coordinated plal could help the players in this game' perhaps through an

agreement to alternate between the two equilibria.

\.Mhen rve alter the rules of the game to allow one of the players the opportu-

nity to mor-e first, there are no longer two equilibria. Rather, we see that the sec-

ond mover's equilibrium strategy is to choose the action opposite that chosen

by the first nover. Rollback then shows that the first mover's equilibrium strat-

egt. is Straight. We see in Figure 6.6b and c that allowing one person to move

first and ro be observed making the move results in a single rollback equilibrium

in u'hich the first mover gets a payoff of 1, while the second mover gets a payoff

of - 1. The actual play of the game becomes almost irrelevant under such rules,

rvhich may make the sequential version uninteresting to many observers. Al-

though teenagers might not want to play such a game with the rule change, the

strategic consequences ofthe change are significant.

nt. SECoND-MOVER ADVANTAGE In other games, a second-mover advantage may

emerge when simultaneous play is changed into sequential play. This can be il-

lustrated using the tennis game of Chapter 4. Recall that, in that game, Evert is

planning the location of her return while Navratilova considers where to cover.

The version considered earlier assumed that both players were skilled at dis-

guising their intended moves until the very last moment so that they moved at

essentially the same time. If Evert's movement as she goes to hit the ball belies

her shot intentions, however, then Navratilova can react and move second in

the game. In the same way, if Navratilova leans toward the side that she intends

to cover before Evert actually hits her return, then Evert is the second mover.

Figure 6.7 shows all three possibilities. The simultaneous-move version is Fig-

ure 4.15 reproduced as Figure 6.7a; the two orderings of the sequential-play

game are Figure 6.7b and c.
The simultaneous-play version of this game has no equilibrium in pure

strategies. In each ordering of the sequential version, however, there is a unique

rollback equilibrium outcome; the equilibrium differs, depending on who

moves first. If Evert moves first, then Navratilova chooses to cover whichever di-

rection Evert chooses and Evert opts for a down-the-line shot. Each player is ex-

pected to win the point half the time in this equilibrium. If the order is reversed,

Evert chooses to send her shot in the opposite direction from that which

Navratilova covers; so Nawatilova should move to cover crosscourt. In this case,

Evert is expected to win the point B0% of the time. The second mover does bet-

ter by being able to respond optimally to the opponent's move'

We return to the simultaneous version of this game in Chapter 7. There we

show that it does have a Nash equilibrium in mixed strategies. In that equilib-

rium, Evert succeeds on average 62To of the time. Her success rate in the mixed-
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C€:'::r: 90 20

(b) Sequential play: Evert moves first

(c) Sequential play: Navrati lova moves first

NAVRATILOVA
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(a) Simultaneous play

EVERT, NAVRATILOVA

80, 20

90,10

20,80

NAVRATILOVA, EVERT

50,50

10,90

FIGURE 6.7 Tennis Game in Simultaneous- and Sequential-Play Versions

80,20
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strategy equilibrium of the simultaneous game is thus better than the 50% that

she gets by moving first but is worse than the B0% that she gets by moving sec-

ond, in the tvvo sequential-move versions.

tV. BoTH ptAyERS MAy D0 BETTER That a game may have a first-mover or a second-

mover adr,antage, nfiich is suppressed when moves have to be simultaneous

but emerges n-hen an order of moves is imposed, is quite intuitive. Somewhat

more surprising is the possibility that both players may do better under one set

of rules of play than under another. We illustrate this possibility by using the

game of monetary and fiscal policies played by the Federal Reserve and

the Congress. In Chapter 4, we studied this game with simultaneous moves; we

reproduce the payoff table (Figure 4.5) as Figure 6.Ba and show the two

sequential-move versions as Figure 6.Bb and c. For brevity, we write the strate-
gies as Balance and Deficit instead of Budget Balance and Budget Deflcit for

the Congress and as High and Low instead of High Interest Rates and Low In-

terest Rates for the Fed.
In the simultaneous-move version, the Congress has a dominant strategy

(Deficit), and the Fed, knowing this, chooses High, yielding payoffs of 2 to both
players. Almost the same thing happens in the sequential version where the Fed

moves first. The Fed foresees that, for each choice it might make, the Congress

will respond with Deficit. Then High is the better choice for Fed, yielding 2 in-

stead of 1.
But the sequential-move version where the Congress moves first is differ-

ent. Now the Congress foresees that, if it chooses Deflcit, the Fed will respond

with High, whereas, if it chooses Balance, the Fed will respond with Low. Of

these two developments, the Congress prefers the latter, where it gets payoff 3
instead of 2. Therefore the rollback equilibrium with this order of moves is for

the Congress to choose a balanced budget and the Fed to respond with low in-

terest rates. The resulting payoffs, 3 for the Congress and 4 for the Fed, are bet-

ter for both players than those of the other two versions.
The difference between the two outcomes is even more surprising because

the better outcome obtained in Figure 6.Bc results from the Congress choosing

Balance, which is its dominated strategy in Figure 6.8a. To resolve the apparent
paradox, one must understand more precisely the meaning of dominance. For

Deflcit to be a dominant strategy, it must be better than Balance from the Con-
gress's perspective for each giuen choice of the Fed. This type of comparison be-

tween Deflcit and Balance is relevant in the simultaneous-move game because

there the Congress must make a decision without knowing the Fed's choice.
The Congress must think through, or formulate a belief about, the Fed's action,

and choose its best response to that. In our example, this best response is al-

ways Deficit for the Congress. The concept of dominance is also relevant with

sequential moves if the Congress moves second, because then it knows what the

http://freepdf-books.com



CHANGING THE ORDER OF MOVES IN A GAME 169

(a) Simultaneous moves

FEDERAL RESERVE

;_. , - - -__---_, Hrgh interlst rates

Budget balance AA 1,3

Budget deficit 4, 1 2,2

(b) Sequential moves: Fed moves f irst FED, CONGRESS

(c) Sequential moves: Conqress moves f irst CONGRESS, FED

CONGRESS

4a

1,4

3,1

1,3

4, ' l

n _ffi

FIGURE 6.8 Three Versions of the Monetarv-Fiscal Policv Game

2,2
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Fed has already done and mereh. picks its best response, which is always
Deflcit. However, if the congress moves first, it cannot take the Fed's choice as
giuen' Instead, it must recognize how the Fed's second move will be affected by
its own first move. Here ir knorvs that the Fed will respond to Deficit with High
and to Balance ttidr Lotr'. The Congress is then left to choose between these two
alternatives: its nrosr preferred outcome of Deficit and Low becomes irrelevant
because it is precluded by the Fed's response.

The idea rhar dominance may cease to be a relevant concept fbr the first
moYer reemerges in chapter 10. There we consider the possibility that one
plar er or rhe other may deliberately change the rules of a game to become the
first mor er. Players can alter the outcome of the game in their favor in this way.

Suppose that the two players in our current example could choose the order
of mor-es in the game. In this case, they would agree that the congress should
mor-e first. Indeed, when budget deflcits and inflation threaten, the chairs of the
Federal Reserve in testimony before various Congressional committees often
offer such deals; they promise to respond to fiscal discipline by lowering inter-
est rates. But it is often not enough to make a verbal deal with the other player.
The technical requirements of a first move-namely, that it be observable to the
second mover and not reversible thereafter-must be satisfled. In the context of
macroeconomic policies, it is fortunate that the legislative process of fiscal pol-
icy in the united States is both very visible and very slow, whereu, 

-or"turypolicy can be changed quite quickly in a meeting of the Federal Reserve Board.
Therefore the sequential play where the congress moves first and the Fed
moves second is quite realistic.

B. 0ther Changes in the Order of Moves
The preceding section presented various examples in which the rules of the
game were changed from simultaneous play to sequential play. we saw how
and why such rule changes can change the outcome of a game. The same exam_
ples also serve to show what happens if the rules are changed in the opposite
direction, from sequential to simultaneous moves. Thus, if a first- or a second_
mover advantage exists with sequential play, it can be lost under simultaneous
play. And, if a speciflc order benefits both players, then losing the order can hurt
both.

The same examples also show us what happens if the rures are changed to
reverse the order of play while keeping the sequential nature of a game un-
changed. If there is a first-mover or a second-mover advantage, then the player
who shifts from moving first to moving second may benefit or lose accordingly,
with the opposite change for the other player. And, if one order is in the com-
mon interests of both, then an externally imposed change of order can beneflt
or hurt them both.
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Game trees are the natural way to display sequential-move games, and pavoff
tables the natural representation of simultaneous-move games. However, each
technique can be adapted to the other type of game. Here we show holv to
translate the information contained in one illustration to an illustration of the
other t1pe. In the process, we develop some new ideas that will prove useful in
subsequent analysis of games.

A. lllustrating Simultaneous-Move Games by Using Trees

consider the game of the passing shot in tennis as originally described in chap-
ter 4, where the action is so quick that moves are truly simultaneous, as shown
in Figure 6.7a. But suppose we want to show the game in extensive form-that
is, by using a tree. We show how this can be done in Figure 6.9.

To draw the tree in the flgure, we must choose one player-say, Evert-to
make her choice at the initial node of the tree. The branches for her two choices,
DL and cc, then end in two nodes at each of which Navratilova makes her
choices. Howevet, because the moves are actually simultaneous, Navratilova
must choose without knowing what Evert has picked. That is, she must choose
without knowing whether she is at the node following Evert's DL branch or the
one following Evert's cc branch. our tree diagram must in some way show this
lack of information on Navratilova's part.

CHANGE IN THE METHOD OF ANALYSIS 171

EVERT, NAVRATILOVA

s0, 50

80, 20

90,10

NAVRATILOVA

\;

FIGURE 6.9 Simultaneous-Move Tennis Game Shown in Extensive Form

20,80
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We illustrate \ar ratilova's uncertainty about the node from which her deci-
slon is being made br dra,,ring an or.al to surround the two relevant nodes. (An
alternative is to conneci rhenr bv a dotted line; a dotted line is used to distin-
guish it from the sol:c iines that represent the branches of the tree.) The nodes
within this oval or bailoon are called an information set for the player who
moves there. Such a set indicates the presence of imperfect information for the
player; she cannot distinguish between the nodes in the set, given her available
informarion because she cannot observe the row player's move before making
her orlrt . -\s sucir, her strategy choice from within a single information set must
specih ihe satne move at all the nodes contained in it. That is, Navratilova must
choose eirher DL at both the nodes in this information set or CC at both of
them. She cannot choose DL at one and cc at the other, as she could in Figure
6., b, rlhere the game had sequential moves and she moved second.

Accordingly, we must adapt our definition of strategy. In Chapter 3, we de_
fined a strategy as a complete plan of action, speci$zing the move that a player
rvould make at each node where the rules of the game specified that it was her
turn to move. we should now more accurately redeflne a strategy as a complete
plan of action, specifying the move that a player would make at each informa-
tion set at whose nodes the rules of the game speciff that it is her turn to move.

The concept of an information set is also relevant when a player is uncertain
about some external circumstances of the game, rather than about another
player's moves. For example, a farmer planting a crop may be uncertain about
the forces of climate, such as el Niflo, that are in motion and will affect his out-
comes. we can show this outside player, usually called Nature, as making the
first move to choose alternatives (no, weak, or strong el Nifro), with probabilities
that are known from experience. Then we enclose the three nodes into an infor-
mation set and have the farmer make his choice, constraining him to take the
same action at all three nodes.

Although this representation is conceptually simple, it does not provide any
simpler way of solving the game. Therefore we use it only occasionally, where it
conveys some point more simply. some examples of game illustrations using in-
formation sets can be found later in Chapters 9 and 14.

B. Showing and Analyzing Sequential-Move Games in Strategic Form

consider now the sequential-move game of monetary and fiscal policy from
Figure 6.8c, in which the congress has the flrst move. suppose we want to show
it in normal or strategic form-that is, by using a payoff table. The rows and the
columns of the table are the strategies of the two players. we must therefore
begin by specifying rhe srrategies.

For the congress, the first mover, listing its strategies is easy. There are just
two moves-Balance and Deficit-and they are also the two strategies. For the
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second mover, matters are more complex. Remember that a strateg]'is a com-
plete plan of action, specifuing the moves to be made at each node n'here it is a
player's turn to move. Because the Fed gets to move at two nodes (and because
we are supposing that this game actually has sequential moves and so the tn'o
nodes are not confounded into one information set) and can choose either Lou'
or High at each node, there are four combinations of its choice patterns. These
combinations are (1) Low if Balance, High if Deficit (we write this as "L if B, H if
D" for short); (2) High if Balance, Low if Deficit ("H if B, L if D" for short); (3) Lou,
always; and (4) High always.

We show the resulting two-by-four payoff matrix in Figure 6.10. The last two
columns are no different from those for the two-by-two payoff matrix for the
game under simultaneous-move rules (Figure 6.Ba) . This is because, if the Fed is
choosing a strategy in which it makes the same move always, it is just as if the
Fed were moving without taking into account what the Congress had done; it is
as if their moves were simultaneous. But calculation of the payoffs for the first

two columns, where the Fed's second move does depend on the Congress's first

move, needs some care.
To illustrate, consider the cell in the flrst row and the second column. Here

the Congress is choosing Balance, and the Fed is choosing "H if B, L if D." Given
Congress's choice, the Fed's actual choice under this strategy is High. Then the
payoffs are those for the Balance and High combination-namely, I for Con-
gress and 3 for the Fed.

Cell-by-cell inspection quickly shows that the game has two pure-strategy

Nash equilibria, which we show by shading the cells gray. One is in the top-left

cell, where the Congress's strategy is Balance and the Fed's is "L if B, H if D, " and

so the Fed's actual choice is L. This outcome is just the rollback equilibrium of the
sequential-move game. But there is another Nash equilibrium in the bottom-right

cell, where the Congress chooses Deficit and the Fed chooses "High always." As
always in a Nash equilibrium, neither player has a clear reason to deviate from the
strategies that lead to this outcome. The Congress would do worse by switching to
Balance, and the Fed could do no better by switching to any of its other three
strategies, although it could do just as well with "L if B, H if D."

FED

LifB,HifD. HifB,Li fD Low always High always

CONGRESS
Balance ?4 1,3 3,4 1,3

Deficit 2,2 41 4, 1 2,2

FIGURE 6.10 Sequential-Move Game of Monetary and Fiscal Pol icy in Strategic Form
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The sequential-move game, when analyzed in its extensive form, produced
just one rollback equilibrium, But when analyzed in its normal or strategic form,
it has two Nash equilibria. \\/hat is going on?

The ansu'er lies in the different nature of the logic of Nash and rollback
analyses. Nash equilibrium requires that neither player have a reason to devi-
ate, given the strategv of the other player. However, rollback does not take the
strategies of later movers as given. Instead, it asks what would be optimal to do
if the opportunit\r to move actually arises.

In our erample, the Fed's strategy of "High always" does not satis|/ the cri-
terion of being optimal if the opportunity to move actually arises. If the Con-
gress chose Low, then High is indeed the Fed's optimal response. However, if
the Congress chose Balance and the Fed had to respond, it would want to
choose Low, not High. So "High always" does not describe the Fed's optimal re-
sponse in all possible configurations of play and cannot be a rollback equilib-
rium. But the logic of Nash equilibrium does not impose such a test, instead
regarding the Fed's "High always" as a strategy that the Congress could legiti-
mately take as given. If it does so, then Deficit is the Congress's best response.
And, conversely, "High always" is one best response of the Fed to the Congress's
Deficit (although it is tied with "L if B, H if D"). Thus the pair of strategies
"Deficit" and "High always" are mutual best responses and constitute a Nash
equilibrium, although they do not constitute a rollback equilibrium.

We can therefore think of rollback as a further test, supplementing the re-
quirements of a Nash equilibrium and helping to select from among multiple
Nash equilibria of the strategic form. In other words, it is a reflnement of the
Nash equilibrium concept.

To state this idea somewhat more precisely, recall the concept of a sub-
game. At any one node of the full game tree, we can think of the part of the game
that begins there as a subgame. In fact, as successive players make their choices,
the play of the game moves along a succession of nodes, and each move can be
thought of as starting a subgame. The equilibrium derived by using rollback
corresponds to one particular succession of choices in each subgame and gives
rise to one particular path of play. Certainly, other paths of play are consistent
with the rules of the game. We call these other paths off-equilibrium paths, and
we call any subgames that arise along these paths off-equilibrium suhgames,
for short.

With this terminology, we can now say that the equilibrium path of play is
itself determined by the players' expectations of what would happen if they
chose a different action-if they moved the game to an off-equilibrium path and
started an off-equilibrium subgame. Rollback requires that all players make
their best choices in euery subgame of the larger game, whether or not the sub-
game lies along the path to the ultimate equilibrium outcome.
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Strategies are complete plans of action. Thus a player's strateg\- must spec-

ify what she will do in each eventuality, or each and every node of the game,

whether on or off the equilibrium path, where it is her turn to act. \\tten one

such node arrives, only the plan of action starting there-namely, the pan of the

full strategy that pertains to the subgame starting at that node-is peftinent.

This part is called the continuation of the strategy for that subgame. Rollback

requires that the equilibrium strategy be such that its continuation in every sub-

game is optimal for the player whose turn it is to act at that node, whether or not

the node and the subgame lie on the equilibrium path of play.

Return to the monetary policy game with the Congress moving first, and

consider the second Nash equilibrium that arises in its strategic form. Here the
path of play is for the Congress to choose Deficit and the Fed to choose High.

On the equilibrium path, High is indeed the Fed's best response to Deficit. The

Congress's choice of Low would be the start of an off-equilibrium path. It leads

to a node where a rather trMal subgame starts-nameiy, a decision by the Fed.

The Fed's purported equilibrium strategy "High always" asks it to choose High

in this subgame. But that is not optimal; this second equilibrium is specifying a

nonoptimal choice for an off-equilibrium subgame.
In contrast, the equilibrium path of play for the Nash equilibrium in the

upper-left corner of Figure 6.10 is for the Congress to choose Balance and the

Fed to follow with Low. The Fed is responding optimally on the equilibrium

path. The off-equilibrium path would have the Congress choosing Deficit, and

the Fed, given its strategy of "L if B, H if D," would followwith High. It is optimal

for the Fed to respond to Deficit with High, so the strategy remains optimal off

the equilibrium path, too.
The requirement that continuation of a strategy remain optimal under all

circumstances is important because the equilibrium path itself is the result of

players' thinking strategically about what would happen if they did something

different. A later player may try to achieve an outcome that she would prefer by

threatening the first mover that certain actions would be met with dire re-

sponses or by promising that certain other actions would be met with nice re-

sponses. But the first mover will be skeptical of the credibility of such threats

and promises. The only way to remove that doubt is to check if the stated re-

sponses would actually be optimal if the need arose. If the responses are not op-

timal, then the threats or promises are not credible, and the responses would

not be observed along the equilibrium path of play.

The equilibrium found b]r using rollback is called a subgame-perfect equi-

librium (SPE). It is a set of strategies (complete plans of action), one for each

player, such that, at every node of the game tree, whether or not the node lies

along the equilibrium path of play, the continuation of the same strategy in the

subgame starting at that node is optimal for the player who takes the action
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there. More simplr, an SPE requires players to use strategies that constitute a
Nash equilibrium in ei en'subgame of the rarger game.

In fact, as a rule, in games with finite trees and perfect information, where
players can obsen-e every previous action taken by all other players so that there
are no multlple nodes enclosed in one information set, rollback finds the
unique (ercepr for trivial and exceptional cases of ties) subgame-perfect equi-
Iibrium of the garne. Consider: if you look at any subgame that begins at the last
decision node for the last player who moves, the best choice for that player is
the one that gives her the highest payoff. But that is precisely the action chosen
rvith the use of rollback. As players move backward through the game tree, roll-
back eliminates all unreasonable strategies, including incredible threats or
prornises, so that the collection of actions ultimately selected is the SPE. There-
fore, for the purposes of this book, subgame perfectness is just a fancy name for
rollback. At more advanced levels of game theory, where games include com-
plex information structures and information sets, subgame perfectness be-
comes a richer notion.

We have restricted the discussion so far in this chapter to games with two play-
ers and two moves each. But the same methods also work for some larger and
more general examples. We now illustrate this by using the street-garden game
of Chapter 3. Specifically, we (l) change the rules of the game from sequential to
simultaneous moves and then (2) keep the moves sequential but show and ana-
lyze the game in its strategic form. First we reproduce the tree of that sequen-
tial-move game (Figure 3.6) as Figure 6.11 here and remind you of the rollback
equilibrium.

The equilibrium strategy of the first mover (Emily) is simply a move, "Don't
contribute." The second mover chooses from among four possible strategies
(choice of two responses at each of two nodes) and chooses the strategy "Don't
contribute (D) if Emily has chosen her Contribute, and Contribute (C) if Emily
has chosen her Don't contribute," or, more simply, "D if C, C if D," or even more
simply "DC." Talia has l6 available strategies (choice of two responses at each
of four nodes), and her equilibrium strategy is "D following Emily's C and Nina's
C, C following their CD, C following their DC, and D following their DD," or
"DCCD" for short.

Remember, too, the reason for these choices. The flrst mover has the oppor-
tunity to choose Don't, knowing that the other two will recognize that the nice
garden won't be forthcoming unless they contribute and that they like the nice
garden sufficiently strongly that theywill contribute.
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FIGURE 6.11 The Street-Garden Game with Seouential Moves

Now we change the rules of the game to make it a simultaneous-move
game. (In Chapter 4, we solved a simultaneous-move version with somewhat
different payoffs; here we keep the payoffs the same as in Chapter 3.) The payoff
matrix is in Figure 6.12. Cell-by-cell inspection shows very easily that there are
four Nash equilibria.

In three of the Nash equilibria of the simultaneous-move game, two players
contribute, while the third does not. These equilibria are similar to the rollback
equilibrium of the sequential-move game. In fact, each one corresponds to the
rollback equilibrium of the sequential game with a particular order of play. Fur-
ther, any given order of play in the sequential-move version of this game leads
to the same simultaneous-move payoff tabte.

1{ klLi& ;l:r:ts:;*'z:
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FIGURE 6.12 The Street-Garden Game with Simultaneous Moves
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But there is also a fourth \ash equilibrium here, where no one contributes.
Giuen the specified srraitegies of the other two-namely, Don't contribute-any
one player is potr-erless to bring about the nice garden and therefore chooses
not to contribute as tvell. Thus, in the change from sequential to simultaneous
moves, the first-ntor.er advantage has been lost. Multiple equilibria arise, only
one of u'hich retarns the original flrst mover's high payoff.

Nert rr e rerllrn to the sequential-move version-Emily flrst, Nina second,
and Talia rhird-but show the game in its normal or strategic form. In the se-
quenrial-n'rove game, Emily has 2 pure strategies, Nina has 4, and Talia has 16;
so tl-ris nreans constructing a payoff table that is 2 by 4 by 16. With the use of the
sanre con\rentions as we used for three-player tables in Chapter 4, this particu-
lar game would require a table with 16 "pages" of two-by-four payoff tables.
That rvould look too messy; so we opt instead for a reshuffling of the players. Let
Talia be the row player, Nina be the column player, and Emily be the page
player. Then "all" that is required to illustrate this game is the 16 by a by 2 game
table shown in Figure 6.13. The order of payoffs still corresponds to our earlier
convention in that they are listed row, column, page player; in our example, that
means the payoffs are now listed in the order Talia, Nina, and Emily.

As in the monetary-fiscal policy game between the Fed and the congress, there
are multiple Nash equilibria in the simultaneous street-garden game. (In Exercise 6,
we ask you to find them all.) But there is only one subgame-perfect equilibrium,
corresponding to the rollback equilibrium found in Figure 6.12. Although cell-by-
cell inspection finds all of the Nash equilibria, iterated elimination of dominated
strategies can reduce the number of reaonable equilibria for us here. This process
works because elimination identifies those strategies that include noncredible
components (such as "High always" for the Fed in section 3.B). As it turns out, such
elimination can take us all the way to the unique subgame-perfect equilibrium.

In Figure 6.13, we start with Talia and eliminate all of her (weakly) domi-
nated strategies. This step eliminates all but the strategy listed in the eleventh
ror,v of the table, DCCD, which we have already identifled as Talia's rollback
equilibrium strategy. Elimination can continue with Nina, for whom we must
compare outcomes from strategies across both pages of the table. To compare
her cc to cD, for example, we look at the payoffs associated with cc in both
pages of the table and compare these payoffs with the similarly identified payoffs
for cD. For Nina, the elimination process leaves only her strategy DC; again, this
is the rollback equilibrium strategy found for her above. Finally, Emily has only
to compare the two remaining cells associated with her choice of Don't and con-
tribute; she gets the highest payoff when she chooses Don't and so makes that
choice. As before, we have identified her rollback equilibrium strategy.

The unique subgame-perfect outcome in the game table in Figure 6.13 thus
corresponds to the cell associated with the rollback equilibrium strategies
for each player. Note that the process of iterated elimination that leads us to this
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FIGURE 6.13 Street-Garden Game in Strateqic Form

subgame-perfect equilibrium is carried out by considering the players in reverse

order of the actual play of the game. This order conforms to the order in which
player actions are considered in rollback analysis and therefore allows us to elimi-
nate exactly those strategies, for each player, that are not consistent with rollback.

In so doing, we eliminate all of the Nash equilibria that are not subgame perfect.

ijiiiiiilliliiriri.i:lI SUMMARY i+,tii,itiiiriiiriLtri'l i','i:"r,:

Many games include multiple components, some of which entail simultaneous
play and others of which entail sequential play. In two-stage (and multistage)

games, a "tree house" can be used to illustrate the game; this construction
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allows the identificauon of the different stages of play and the ways in which
those stages are linked rogether. Full-fledged games that arise in later stages of
play are called srrb5lairre-i of the full game.

Changing the rules of a game to alter the timing of moves may or may not
alter the equilibriun-r outcome of a game. Simultaneous-move games that are
changed to nrake n-Ioves sequential may have the same outcome (if both players
have doninani strategies), may have a first-mover or second-mover advantage,
or ma\- lead to an outcome in which both players are better off. The sequential
version of a simultaneous game will generally have a unique rollback equilib-
rium er en if the simultaneous version has no equilibrium or multiple equilibria.
Similarh-, a sequential-move game that has a unique rollback equilibrium may
hale several Nash equilibria when the rules are changed to make the game a
simultaneous-move game.

Simultaneous-move games can be illustrated in a game tree by collecting
decision nodes in information setswhen players make decisions without know-
ing at which specific node they find themselves. Similarly, sequential-move
games can be illustrated by using a game table; in this case, each player's full set
of strategies must be carefully identified. Solving a sequential-move game from
its strategic form may lead to many possible Nash equilibria. The number of po-
tential equilibria can be reduced by using the criteria of credibility to eliminate
some strategies as possible equilibrium strategies. This process leads to the
subgame-perfect equilibrium (SPE) of the sequential-move game. These solu-
tion processes also work for games with additional players.

continuation (175)

credibility (175)

information set (172)
off-equilibrium paths (174)

off-equilibrium subgames (174)

subgame (160)

subgame-perfect equilibrium
(sPE) (175)

i l

l. Consider the two-player sequential-move game illustrated in Exercise 2a in
Chapter 3. Reexpress that game in strategic (table) form. Find all of the
pure-strategy Nash equilibria in the game. If there are multiple equilibria,
indicate which one is subgame-perfect, and, for those equilibria that are not
subgame perfect, identiff the reason (the source of the lack of credibility).
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consider the Airbus-Boeing game in Exercise 5 in chapter 3. Show that

game in strategic form and locate all of the Nash equilibria' \\-hich one of

the equilibria is subgame perfect? For those equilibria that are not subgame

perfect, identify the source of the lack of credibility'

Consider a game in which there are two players, A and B. Player A moves first

and chooses either Up or Dornrn. If Up, the game is over, and each player gets

a payoff of 2. If A moves Doltm, then B gets a turn and chooses between Left

and Right. If Left, both players get 0; if Right, A gets 3 and B gets I'

(a) Draw the tree for this game, and find the subgame-perfect equilibrium.

(b) Show this sequential-play game in strategic form, and find all the Nash

equilibria. rvVhich is or are subgame perfect and which is or are not? If

any are not, explain whY.
(c) \Mhat method of solution could be used to find the subgame-perfect

equilibrium from the strategic form of the game?

4. Consider the cola industry, in which Coke and Pepsi are the tr'vo dominant

flrms. (To keep the analysis simple, just forget about all the others.) The mar-

ket size is $B billion. Each firm can choose whether to advertise. Advertising

costs $l billion for each firm that chooses to do so. If one firm advertises and

the other doesn't, then the former captures the whole market' If both firms

advertise, they split the market 50:50 and pay for the advertising. If neither

advertises, they split the market 50 : 50 but without the expense of advertising.

(a) write dor.nrn the payoff table for this game, and flnd the equilibrium

when the two firms move simultaneously.

(b) write dornm the game tree for this game (assume that it is played se-

quentially), with Coke moving first and Pepsi following'

(c) Is either equilibrium in parts a and b best from the joint perspective of

Coke and Pepsi? How could the two firms do better?

5. Along a stretch of a beach are 500 children in flve clusters of 100 each.

(Label the clusters A, B, C, D, and E in that order.) Two ice-cream vendors

are deciding simultaneouslywhere to locate. They must choose the exact lo-

cation of one of the clusters.

If there is a vendor in a cluster, all 100 children in that cluster will buy an

ice cream. For clusters without a vendor, 50 of the 100 children are willing to

walk to a vendor who is one cluster away, only 20 are willing to walk to a

vendor two clusters away, and none are willing to walk the distance of three

or more clusters. The ice cream melts quickly; so the walkers cannot bul' for

the nonwalkers.
If the two vendors choose the same cluster, each will get a 50% share of

the total demand for ice cream. If they choose different clusters, then those

children flocals or walkers) for whom one vendor is closer than the other
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will go to the closer one, and those for whom the two are equidistant will
split 50% each.

Each vendor seeks to maximize her sales.
(a) construct rhe fir'e-br-flve payoff table for their location game; the en_

tries stated here n-ill give you a start and a check on your calculations:
If both r-endors choose to locate at A, each sells 85 units.
If the first vendor chooses B and the second chooses c, the first sells 150

and the second sells 170.
If the first vendor chooses E and the second chooses B, the first sells 150

and the second sells 200.
(b) Eliminate dominated strategies as far as possible.
(c) In the remaining table, locate all pure-strategy Nash equilibria.
(d) If the game is altered to one with sequential moves, where the flrst ven_

dor chooses her location first and the second vendor follows, what are
the locations and the sales that result from the subgame-perfect equi-
librium? How does the change in the timing of moves here help players
resolve the coordination problem in part c?

6. The street-garden game analyzed in Section 4 of this chapter has a 16 by 4
by 2 game table when the sequential-move version of the game is expressed
in strategic form, as seen in Figure 6.13. There are manyNash equilibria that
can be found in this table.
(a) Use cell-by-cell inspection to find all of the Nash equilibria in the table

in Figure 6.13.
(b) Identify the subgame-perfect equilibrium from among your set of all

Nash equilibria. other equilibrium outcomes look identical with the
subgame perfect one-they entail the same payoffs for each of the three
players-but they arise after different combinations of strategies. Ex-
plain how this can happen. Describe the credibility problems that arise
in the non-subgame-perfect equilibria.

7. Recall the mall location game, from Exercise B in chapter 3. That three_
player sequential game has a game tree that is similar to the one fbr the
street-garden game, shown in Figure 6.13.
(a) Draw the tree for the mall location game, and then illustrate the game in

strategic form.
(b) Find all of the pure-strategy Nash equilibria in the game.
(c) use iterated dominance to flnd the subgame-perfect equilibrium.
(d) Now assume that the game is prayed sequentially but with a different

order of play: Big Giant, then Titan, then Frieda's. Draw the payoff table
and flnd the rollback equilibrium of the game. How and why is this
equilibrium different from the one found in the original version of the
game?
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B. The rules of the mall location game, analyzed in Exercise 7, specifv that,

when all three stores request space in Urban Mall, the two bigger (more

prestigious) stores get the available spaces. The original version of the

game also specifies that the firms move sequentially in requesting nlall

space.
(a) Suppose that the three firms make their location requests simultane-

ously. Draw the payoff table for this version of the game and find all of

the Nash equilibria. \A/hich equilibrium is subgame perfect and why?

Now suppose that when all three stores simultaneously request Urban

Mall, the two spaces are allocated by lottery, giving each store an equal

chance of getting into Urban Mall. With such a system, each would have a

two -thirds probability (or a 66.67 Vo chance) of getting into Urban Mall when

all three had requested space there.
(b) Draw the game table for this new version of the simultaneous-play mall

location game. Find all of the Nash equilibria of the game. Identiff the

sub game -p erfect equilibrium.
(c) Compare and contrast your answers to part b with the equilibria found

in part a. Do you get the same Nash equilibria? \.Vhy? What equilibrium

do you think is focal in this lottery version of the game?

9. Two French aristocrats, Chevalier Chagrin and Marquis de Renard, fight a

duel. Each has a pistol loaded with one bullet. They start 10 steps apart and

walk toward each other at the same pace, 1 step at a time. After each step,

either may fire his gun. !\hen one shoots, the probability of scoring a hit de-

pends on the distance; after k steps it is lcl 5, and so it rises from 0.2 after the

first step to 1 (certainty) after 5 steps, at which point they are right up

against each other. If one player flres and misses while the other has yet to

fire, the walk must continue even though the bulletless one now faces cer-

tain death; this rule is dictated by the code of the aristocracy. Each gets a

payoff of - I if he himself is killed and 1 if the other is killed. If neither or

both are killed, each gets 0.
This is a game with five sequential steps and simultaneous moves

(shoot or not shoot) at each step. Find the rollback (subgame-perfect) equi-

librium of this game.
Hint: Begin at step 5, when they are right up against each other. Set up

the two-by-two table of the simultaneous-move game at this step, and flnd

its Nash equilibrium. Now move back to step 4, where the probability of

scoring a hit is 415, or 0.8, for each. Set up the two-by-two table of the simui-

taneous-move game at this step, correctly specifring in the appropriate cell

what happens in the future. For example, if one shoots and misses while the

other does not shoot, then the other will wait until step 5 and score a sure

hit; if neither shoots, then the game will go to the next step, for which you
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have alreadyfound the equilibrium. using all this information, find the pay-
offs in the two-by-two table of step 4, and find the Nash equilibrium at this
step. work backward in the same way through the rest of the steps to find
the Nash equilifofurl strategies of the full game.

f 0. Think of an example of business competition that is similar in structure to
the duel in Exercise 9.

l

j

l
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Simultaneous - Move Games

with Mixed Strategies I:

Zero-Sum Games

I rrr oun EARLIER sruDY of simultaneous-move games in Chapter 4, we came

I across one class of games that the solution methods described there could

I not solve; in fact, games in that class have no Nash equilibria in pure strate-

I ges. To predict outcomes for such games, we need an extension of our con-

cepts of strategies and equilibria. This is to be found in the randomization of

moves, which is the focus of this chapter and the next.

The need for randomized moves in the play of a game usually arises when

one player prefers a coincidence of actions, while her rival prefers to avoid it.

Such direct conf l ict  between players ar ises in zero-sum games, and we concen-

trate on these games in this chapter. Games in which randomized moves can be

beneficial to players and in which they can help resolve the problem of a nonex-

istent pure-strategy equilibrium include military conflicts as well as most spoft-

ing contests.
We develop the ideas by using the tennis-point game from the end of

Chapter 4. This game is zero-sum; the interests of the two tennis players are

purely in mutual conflict. Evert wants to hit her passing shot to whichever

side-down the line (DL) or crosscourt (CC)-is not covered by Navratilova,

while Navratilova wants to cover the side to which Evert hits her shot.

In Chapter 4, we pointed out that, in such a situation, each player would want

to keep the other guessing, which could be done by acting unsystematically

or randomly. We explore this idea more completely in this chapter and in

Chanter B.

185
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v\hen players choose ro act unsystematically, they pick from among their pure
strategies in some random way. In the tennis-point game, Navratilova and Evert
each choose fronr nr-o initially given pure strategies, DL and cc. we call a ran_
dom mirture ben'een these two pure strategies a mixed strategy.

There is a rr-hore continuous range of such mixed strategies. At one extreme,
DL cor-rld be chosen with probabiliry f (for sure), meaning that CC is never cho_
sen probability 0); this "mixture" is just the pure strategy DL. At the other ex_
treme, DL could be chosen with probability 0 and cc with probability 1; this"mlrrure" is the same as pure cc. In between is the whole set of possibilities: DL
chosen with probability TSTo (0.75) and CC with probability 25To (0.25) or both
chosen with probabilities 50% (0.5) each; DL wirh probabiiity 1/3 (33.33 . . .%)
and cc with probabiriry 2r3 (66.66 . . .,/o); and so on.l we can algebraically indi_
cate the whole range of possible mixtures available to a particular player by say_
ing that DL may be chosen with probab irity p and cc with probability (1 - p),
where p canbe any real number ranging from 0 to l.

The payoffs from a mixed strategy are defined as the corresponding
probability-weighted averages of the payoffs from its constituent pure strate_
gies. For example, in the tennis game of Section 4.g, against Navratilova's DL,
Evert's payoff from DL is 50 and from cc is 90. Therefore the payoff of Evert,s
mixture (0.75 DL, 0.25 cc) against Navratilova's DL is 0.75 x 50 + 0.25 x 90 :
37.4 + 22.5:60. This is Evert's expectedpayoff from this particular mixed
strategy.2

You may have noticed that mixed strategies are very similar to the continu_
ous strategies studied in chapter 5. In fact, they are just special kinds of contin_
uously variable strategies. with the possibility of mixing made available, each
player can now choose from among all conceivable mixtures of the basic or

1\\4ren a chance event has just two possible outcomes, people often speak of the odds in favor ofor agarnst one of the outcomes' If the two possible outcomes are labeled A and B, and the probabil-ity ofA is p so that' ifB is (1 - p), then the ratio pl (7 - p) gives the odds in favor ofA, and the reverseratio (1 pi lp gives the odds against A. Thus, when Everr chooses cc with probability 0.2s (25To),
the odds against her choosing cc are 3 to 1, and the odds in favor of it are t to :. rni, terminology isoften used in betting contexts; so those of you who misspent your youth in that way will be more fa-miliar with it' However, this usage does not readily extend to situations when there are three ormore possible outcomes; so we avoid its use here.

'Game theory assumes that players will calculate and try to ma-ximize their expected payoffswhen probabilistic mixtures of strategies or outcomes are included. we consider this further in theAppendix to this chapter, but for now we proceed to use it, with just one important note. The word"expected" in "expected payoff" is a technical term from probability and statistics. It merely denotesa probability-weighted average. It does not mean this is the payoff that the player should expect inthe sense of regarding it as her right or entitlement.

l
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pure stlategies initially specifled (which, as we just saw, include pule strategies

as extreme special cases).
The notion of Nash equilibrium also extends easily to include mlred strate-

gies. Nash equilibrium is defined as a list of mixed strategies, one for each

player, such that the choice of each is her best choice, in the sense of yielding

the highest expected payoff for her, given the mixed strategies of the others. The

method of best-response analysis can be used to find the best mixture probabil-

ity (the variable p described earlier) of each player as a function of the mixture

probability of the other. These functional relationships can be shown in a graph

with the two players' mixture probabilities on the axes, and Nash equilibria will

be found at the points of intersection of the two best-response curves. Allowing

for mixed strategies in a game solves the problem of possible nonexistence of

Nash equilibrium, which we encountered for pure strategies, automatically and

almost entirely. Nash's celebrated theorem shows that, under very general cir-

cumstances (which are broad enough to cover all the games that we meet in this

book and many more besides), a Nash equilibrium in mixed strategies exists.

At this broadest level, incorporating mixed strategies into our analysis does not

entail anything different from the general theory of continuous strategies devel-

oped in Chapter 5. However, the special case of mixed strategies does bring with it

several special conceptual as well as methodological matters, and therefore de-

serves separate study. First, best-response curues for mixed strategies have some

very special and peculiar features, which spill over into some equally special fea-

tures of mixed strategy equilibria. Second, interpretation of mixed strategy equilib-

ria is very different in zero-sum games from that in non-zero-sum games. Third,

our view of Nash equilibrium as a system of self-confirming beliefs about other

players' choices and one's o',,rm best responses to those beliefs requires some rein-

terpretation in the context of mixed strategies. Finally, putting mixed strategies

into practice is tricky. In view of ail these potential problems, empirical evidence

about mixing and mixed-strategy equilibria should be examined with special care.

In this chapter and the next, we take up all these matters. But we begin a little me-

chanically, by using best-response analysis to find mixed-strategy Nash equilibria

in the tennis example that brought to light the need for mixing in the flrst place.

We begin with the tennis example of Section 4.8, which did not have a Nash

equilibrium in pure strategies. We show how the extension to mixed strategies

remedies this deficiency, and we interpret the resulting equilibrium as one in

which each player keeps the other guessing'
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A. Best-Response Analysis

Mixed strategies are a special kind of continuously variable strategy. Thus to

solve a game in r,,'hlch plalers have access to mixed strategies, we can use the

solution method rhar l-e developed for finding Nash equilibria in games with

continuous srrare gies-riamely, best-response analysis.
First rle need to describe the full range of mixed strategies available to each

pla-ver. Everr has n\ro pure strategies, DL and CC, and in principle she can mix
them n-irh anl probabilities. Let the algebraic variable p denote the probability

that she plar s DL. Then (1 - p) must be the probability that she plays CC. Here
p can range from 0 to 1. The two extremes of this range of p correspond to the

special cases of the two pure strategies: p : I means that Evert plays pure DL,

and p : 0 means that she plays pure CC. We call this general mixed strategy
Evert's p -rnix for short. Similarly, Navratilova's general mixed strategy has a
probability 4with which she defends DL, and probability (I - q) with which she
defends CC, where 4 ranges from 0 to 1; call this Navratilova's 4 -mix for short.

We reproduce in Figure 7.1 the payoff matrix of Figure 4.15. Even though
this is a constant-sum game, we now show the payoffs for the two players sepa-
rately, because it is more intuitive to think of each player as trying to get a
higher payoff for herself. We also add a third strategy for each player, represent-
ing a mixture between the two pure strategies. Because we do not yet know
what the probabilities in the equilibrium mixtures will be, we must use general

algebraic sl,.rnbols p and q for the two players.
To understand how the expected payoff expressions in the p-rrrix row and

the q-mix column are computed, consider the case where Evert plays CC and
Navratilova plays her q-mtx,Evert's payoff from her CC against the DL part of
Navratilova's 4-mix is 90; that against the CC part is 20. Therefore Evert's ex-
pected payoff from her CC against Navratilova's mixture, in which DL gets prob-

ability q and CCgets probability (1 - 4), is 90 x q + 20 x (I - q).This is the

NAVRATILOVA

DL cc q-mix

EVERT

DL s0, 50 80, 20
50q + 50q +

B0(1 -  q) ,  2o(1 -  q)

cc 90,10 20, 80
9Oq + 10q +

20(1-q),80(1-q)

p-mix 50p + 50p +
90(1-p),10(1-p)

B1p+ 20p+
20(1 - p), 80(1 - p)

FIGURE 7.1 Expected Pavoffs for General Mixtures in the Tennis Point
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expression (in black) for Evert's payoff in the cell (CC, q-mix). Nar,'ratilova's pay-

offs when Evert's CC is matched with Navratilova's DL and CC are 10 and 80, re-
spectively. Therefore Navratilova's expected payoff when Evert's CC is matched
against her 4-mix is 10 x q + B0 x (l - 4). This is the expression (in red) for
Navratilova's payoff in the cell (CC, q-mix). The same method of calculation ap-
plies to the other three cells where one player's mix meets one of the other's
pure strategies. The algebraic expression for the cell where mix meets mix is
more complicated, but we don't need it and so we leave that cell blank.

In equilibrium, each player chooses a mixture (p or q) that is her best re-
sponse to the other's mixed strategy 1q or p). As in Chapter 5, we can find this
equilibrium most easily by developing best-response rules for the two players.

Thus Navratilova's best-response rule must show her best q for each value of
Evert's p, and Evert's best-response rule must show her best p for each value of
Nawatilova's 4. We can then depict the best-response relations in a graph with
p on one axis and 4 on the other, where each variable ranges from 0 to 1, to find
the Nash equilibrium values of p and q.

We start by calculating a best-response rule for Nawatilova. To do so, we
construct a diagram where we illustrate Nawatilova's possible responses to
each value of Evert's p and then identifu the beslresponse in each case. This dia-
gram is sho''tm in Figure 7.2.The horizontal axis shows the full range of p from 0
to 1 in Evert's p-mix, and the vertical axis shows Nawatilova's expected payoffs

from each of her pure strategies, when played against Evert's p-mix.

Navratilova's expected payoff from her DL against Evert's p-mix is 50p +

10(f - p). This is a linear function of p, and its graph is the rising straight line in
Figure 7.2; it starts at 10 when p - 0 and reaches 50 when p: I. Navratilova's

expected payoff from her CC against Evert's p-mixis 20p + BO(i - p). This is the
falling straight line in Figure 7.2, which starts at B0 when p : 0 and reaches 20
when p : 1 Nar,'ratilova's expected payoff from any mixture of DL and CC is just

an average of the payoffs from the two pure strategies; therefore it lies some-
where between those two, or somewhere between the two expected payoff lines
in Figure 7.2.

It is useful to calculate the value of p aL the point of intersection. That p sat-
isfies 50p + 10(1 - p) : 20p + BO(f - p), or p: 0.7. The common expected pay-

offforthis value of pis 50 x 0.7 + 10 x 0.3 : 35 * 3 : 38, calculatedbyusing

the line for DL, or 20 x 0.7 + 80 x 0.3 : 14 + 24: 38, calculated using the line
for CC.

We want to identiff the strategy that is best for Navratilova against each
possible value of Evert's p. This is just the strategy that yields her the highest ex-
pected payoff in each case. For p -- 0, for example, the diagram in Figure 7.2

shows that Nawatilova gets a higher payoff when she plays her CC rather than
DL. If Navratilova plays some mixture of CC and DL, her payoff is the corre-
sponding average of her payoffs with pure CC and pure DL. If her payoff from
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Navrati iova's I
expected Ipayors l

3B

0

FIGURE 7.2 Calculation of Navrati lova,s Best Response

10

Evert's p-mix

pure cc is higher than her payoff from pure DL, then her payoff from pure cc is
also higher than that from any such average. Therefore her pure cc is not only
better for Navratilova than her pure DL, but also her best choice among all her
strategies, pure and mixed.

This continues to be true for all values of p to the left of the intersection
point in the diagram. Thus, for all values of pto the left of the point of intersec-
tion, pure cc is better than DL for Navratilova when played against Evert,s
p-mtxand also better than any mixed strategy of her or,tm. pure cc is Nawatilova's
best response for this range of values of p. similarly, to the right of the point of
intersection, pure DL is her best response.3

Against Evert's specific p-mrx at the point of intersection, Nawatilova does
equally well (expected payoff 38) from her cc and DL. Because the expected
payoff associated with a mixture of her cc and DL lies between the cc and DL
lines, it follows that she also does equally well with any 4-mix of her own. Thus
Nawatilova's best response to Evert's choice of p : 0.7 canbe anv q intheentire
range from 0 to l.

We can summarize Nawatilova's best-response rule as follows:

If p < 0.7, choose pure CC (q : I).
rf p : 9.7 , all values of q inthe range from 0 to I are equal best responses.
I f  p > 0.7,choose pure DL (q :  0).

3If, in some numerical problem you were trying to solve, the expected payoff iines for the pure
strategies did not intersect, that wouid indicate that one pure strategywas best for all ofthe oppo-
nent's mixtures. Then this player's best response would always be that pure strategy.
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To see the intuition behind this rule, note that p is the probabilin nith which
Evert hits her passing shot down the line. Navratilova wants to prepare for
Evert's shot. Therefore, if p is low (Evert is more likely to go crosscourt),
Nawatilova does better to defend crosscourt. If p is high (Evert is more likeh'to
go down the line), Navratilova does better to defend down the line. For a critical
value of p in between, the two choices are equally good for Nawatilova. This
break-even point is not p : 0.5, because the consequences (measured by the
payoff numbers of the various combinations) are not symmetric for the two
choices.

A simple algebraic calculation reinforces the visual analysis based on Figure
7.2. Against Evert's general p-mix, CC is better than DL (and therefore better
than any 4-mix) for Nawatilova if

20p + B0(r p) > 50p + 10(1 -  p),

or 70(l - p) > 30, or 70 > I00p, or p < 0.7.

DL is better than CC (and therefore better than any q-mtx) if the opposite in-
equalities hold (p > 0.7). And DL and CC (and all 4-mixes) are equally good if the
two expressions are equal (p :0.7).

So far, we have done all of the analysis in terms of Navratilova's own pay-

offs, because that is easier to understand at first approach. But this is a con-
stant-sum game, and the game matrix often shows only the row player's
payoffs. In this game, Evert is the row player and her payoffs are what we would
ordinarily see in the table. Could we flnd Nawatilova's best response by using
Evert's payoffs? Yes, we just have to remember that in the constant-sum game
Navratilova does better when Evert gets low payoffs.

Figure 7.3 puts Evert's p-mix on the horizontal axis as in Figure 7.2,but
Evert's own expected payoffs are on the vertical axis. We show two lines again,
one corresponding to Navratilova's choice of pure CC and the other for her
choice of pure DL. Here, the CC line is rising from left to right. This corresponds
to the idea that Evert's expected payoff rises as she uses her DL shot more often
(higher p) against Navratilova covering purely CC. Similarly, the DL line is
falling from left to right, as does Evert's expected payoff from using DL more
often against an opponent always covering for that shot. We see that the point

of intersection of the expected payoff lines is again at p:0.7. To the left of this p

value, the CC line is lower than the DL line. Therefore CC is better than DL for
Navratilova when p is low; it entails a lower expected payoff for Evert. To the
right of p : 0.7, the DL line is lower than the CC line; so DL is better than CC for
Nawatilova. And the expected payoff at the point of intersection is 62 for Evert,
which is just 100 minus the 38 that we found for Navratilova in the analysis
based on her payoffs. Thus our results are the same as we found by using
Nar,'ratilova's own payoffs; only the basis of the analysis is slightly different. You

should get comfortable with both methods of analysis in zero-sum games.
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Evert's I
avna.tad I

PaYoff  YU f- \ . . ,

o o'7 
Evert,s p-mix

FIGURE 7.3 Navratilova's Best-Response Calculation by Using Evert's Payoffs

Evert's best-response choice of p against Navratilova's 4-mixes can be
found by using exactly the same reasoning. We leave the analysis to you. The
result-Evert's best- response rule-is

If q < 0.6, choose pure DL (p : t).
If q : 9.6, all values of p from 0 to I are equal best responses.
If q > 0.6, choose pure CC (p : 0).

To understand the intuition, observe that q is the probability of Navratilova de-
fending down the line. Evert wants to hit her passing shot to the side that
Nawatilova is not defending. Therefore, when 4 is low, Evert does better to go

down the line and, when 4 is high, she does better to go crosscourt.
We now have two best-response curves that we can graph, as is done in Fig-

ure 7.4. The left- hand panel shows Nawatilova's best response in her choice of

4 to Evert's choices of p. Therefore p is on the horizontal axis (as it was in Figure

7.2), and 4is on the vertical axis. We knowthat, for p < 0.7, Navratilova does
better by choosing pure CC (q : 0); this segment of her best-response curve is
the horizontal solid (red) line along the bottom edge of the graph. For p > 0.7,
Navratilova does better by choosing pure DL (q : I); this segment of her best-
response curve is the horizontal solid line along the top edge of the graph. For
p : 0.7, Nawatilova does equally well with all of her choices, pure and mixed,
and so any value of 4 between 0 and I (inclusive) is a best response; the vertical

solid line in the graph at p : 0.7 shows her best responses for this choice of
Evert. Nawatilova's best responses are then shonm by the three separate line
segments joined end to end and shor,rm in red. As we did for general continuous
strategies in Chapter 5, we call this construction Nawatilova's best-response
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0 0.7 1p 0 0.6

FTGURE 7.4 Best-Response Curves and Nash Equi l ibr ium

curue. It is conceptually the same as the best-response curves that we drew in

Chapter 5; the only difference is that, for mixed strategies, the curve has this

special shape. Because it actually consists of three straight line segments,

"curve" is a misnomef, but it is the standard general terminologV in this context.

The middle panel of Figure 7.4 shows Evert's best-response cun'e. Here,

Evert's best p values are determined in relation to Navratilova's various possible

choices for 4; so 4 is on the horizontal axis and p on the vertical axis. For q < 0.6,

Evert does better playing pure DL (p - t); fot q > 0.6, she does better with pure

CC (p :0); for 4 : 0.6, she does equally well with all choices, pure or mixed. The

thick black curve, consisting of three line segments joined end to end, is Evert's

best response curve.
The right-hand panel in Figure 7.4 combines the other two panels, by re-

flecting the middle graph across the diagonal (45' line) so that p is on the hori-

zontal axis and 4 on the vertical axis and then superimposing this graph on the

left-hand graph. Now the red and black curves meet at the point p : 0.7 and q :

0.6. Here each player's mixture choice is a best response to the other's choice,

so we see clearly the derivation of our Nash equilibrium in mixed strategies.

This picture also shows that the best-response curves do not have any other

common points. Thus the mixed-strategy equilibrium in this example is the

unique Nash equilibrium in the game. V\hat is more, this representation in-

cludes pure stlategies as special cases corresponding to extreme values of p and

q. So we can also see that the best-response curves do not have any points in

common at any of the sides of the square where each value of p and q equals ei-

ther 0 or 1; thus we have another way to verify that the game does not have any

pure-strategy equilibria.
Observe that each player's best response is a pure strategy for almost all val-

ues of her opponent's mixture. Thus Nawatilova's best response is pure CC for all

of Evert's choices of p < 0.7, and it is pure DL for all of Evert's choices of p > 0.7 .

OnIy for the one crucial value p: 0.7 is Nawatilova's best response a mixed strat-

egy, as is represented by the vertical part of her three-segment best-response

http://freepdf-books.com



194 tCH.7] SIMULTANEOUS-MOVE GAMES WITH MIXED STRATEGIES

culve in Figure 7.'1. Similarll', only for the one crucial value 4 : 0'6 of

Nawatilova's mixture is Er-ert's best response a mixed strategy-namely, the hori-

zontal segment of her best-response curve in Figure 7.4.But these seemingly ex-

ceptional or rale strategies are just the ones that emerge in the equilibrium.

These special r-alues of p and q have an important feature in common.

Evert's equilibrium p is where Navratilova's best-response culve has its vertical

segment; so \arratilova is indifferent among all her strategies, pure and mixed'

Nawatilova's equilibrium 4 is where Evert's best-response curve has its hori-

zontal, segment; so Evert is indifferent among all her strategies, pure and mixed.

Thus eaclr player's equilibrium mixture is such that the other player is indiffer-

ent among all her mixes. We call this the opponent's indifference property.

The best-response-curve method thus provides a very complete analysis of

the game. Like the cell-by-cell inspection method, which examines all the cells

of a pure-strategy game, the best-response-curve method is the one to use when

one wants to locate all of the equilibria, whether in pure or mixed strategies,

that a game might have. The best-response-curve diagram can show both tlpes

of equilibria in the same place. (It could also be used to show equilibria in which

one player uses a mixed strategy and the other player uses a pure strategy, al-

though the diagram shows that such hybrids can be ruled out except in some

very except ional cases.)
If you had reasons to believe that a game would have just one mixed-strat-

egy equilibrium, you could still find it directly without bothering to calculate

and graph best-response curves to find their intersection. The opponent's indif-

ference property specifies the set of equations to solve.4 Evert's equilibrium

p : 0.7 equates Navratilova's expected payoffs from DL and CC against Evert's

p-mix. In other words, p solves the algebraic equation 50p + 10(1 - p) : 2Op +

80(1 - p). Similarly, Nawatilova's equilibrltm q: 0.6 comes from equating

Evert's expected payoffs from DL or CC against Nawatilova's 4-mix; it is the so-

lution to 50q + B0(1 - q) :90q + 20(l - q).Later in this chapter and again in

Chapter B, we show how these methods must be modifled when a player has

three or more pure strategies.

B. The Minimax Method

Because this is a zero-sum game, when one player is indifferent, it follows that

the other is also. Therefore in this special situation we can think of the oppo-

nent's indifference as one's or,rm indifference. In a zelo-sum game, each player's

equilibrium mixture probability is such that she is indifferent about which of

4Sometimes this method will yietd solutions in which some probabilities are either negative or

greater than 1. That is an indication that the game in question has an equiiibrium in pure strategies.

You should go back to the basic payoff matrix and look tbr it.
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her opponent's pure strategies the opponent chooses. This makes sense be-
cause, in the zero-sum context, if the opponent saw any positive benefit to
choosing a particular pure strategy, that could work only to one's onn disad-
vantage. The intuition here is that in zero-sum games players deliberateir- mlx
their moves to prevent the opponent from taking advantage of their predictabil-
ify. we develop this idea by extending the minimax method of chapter 4 to han-
dle mixed strategies.

In Figure 7.5, we show the payoff table of the game with pure strategies
alone but augmented to show row minima and column maxima as in Figure 4.8.
Evert's minimum payoffs (success values) for each of her strategies are shornm at
the far right of the table: 50 for the DL row and20 for the cc row. The maximum
of these minima, or Evert's maximin, is 50. This is the best that Evert can guar-
antee for herself by using pure strategies, knowing that Navratilova responds in
her own best interests. To achieve this guaranteed payoff, Evert would play DL.

At the foot of each column, we show the maximum of Evert's success per-
centages attainable in that column. This value represents the worst payoff that
Nawatilova can get if she plays the pure strategy corresponding to that column.
The smallest of these maxima, or the minimax, is 80. This is the best payoff that
Navratilova can guarantee for herself by using pure strategies, knowing that
Evert responds in her or.tm best interests. To achieve this, Navratilova would
play CC.

The maximin and minimax values for the two players are not the same:
Evert's maximin success percentage (50) is less than Navratilova's minimax (80).
As we explained in chapter 4, this shows that the game has no equilibrium in
the (pure) strategies available to the players in this analysis. In this game, each
player can achieve a better outcome-a higher maximin value for Evert and a
lower minimax value for Navratilova-by choosing a suitable random mixture
ofDL and CC.

Let us expand the sets of strategies available to players to include random-
ization of moves or mixed strategies. we do the analysis here from Evert's per-
spective; that for Nawatilova is similar. First, in Figure 7.6 we expand the payoff
table of Figure 7.5 by adding a row for Evert's p-mix, where she plays DL with

NAVRATILOVA

DL cc

EVERT
DL 50 80

cc 90 20

min = 50

min = 20

max = 90 max = 80

FIGURE 7.5 Minimax Analysis of the Tennis Point with pure Strategies
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mln = 50

min = 20

min=?

FIGURE 7.6 Minimax Analysis of the Tennis point with Evert,s Mixed strateqies

probabiiity p and cc with probability (r - p). tv. show rhe expecred payoffs of
this mix against each of Nawatilova's pure strategies, DI. and cc. The row mini-
mum for the p-mix is then just the smaller of these two expressions. But which
expression is smaller depends on the value of p; so we have to graph the two
against p. This graph is shown in Figure 7.7.

\tvhen Navratilova plays DL, Evert's p-mtxyields her an expected payoff of
50p + 90(1 - p); this is the dor,rmward-sloping line in Figure 7.7. Evert,s payoff
from her p-mixagainst cc is BOp + 20(l - p); this is the upward-sloping line in
Figure 7.7.The two lines intersect when

50p + 9o(r - D : Bop + 20(r - p),
or 70( l  -  0 :  SOp, or I00p :  79, or p :  0.7.

The common expected payoff at the point of intersection is found by plugging
p : 0.7 into either of these expressions, and it equals 62.

Evert's
success (o/o)

90
Against Navrati lova

playing
, ano LL

0

FIGURE 7.7 Evert's Maximin Choice of p

0.7 1
Evert's p-mix

NAVRATILOVA

:DL

EvERr i ..

tt--

50 BO

90 20

sop +90(1 - p) Blp+20(1 -p)
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For each possible p-mix, Evert should expect Navratilova to respond, in
equilibrium, with the action that is best for her. Because the game is zero-sum,
the action that is best for Nawatilova is the action that is worst for Evert. Thus,
Evert should expect Nawatilova always to make the choice that corresponds to
the lower of the two lines in the graph for any value of p. Given the graph that
we have drar.tryr, Evert should expect Navratilova to cover CC when Evert's DL
percentage in her mix is less than 70 (when p < 0.7) and to cover DL when
Evert's DL percentage is more than 70 (when p > 0.7).If Evert is mixing exactly
70To down the line and 30Vo crosscourt, then Nawatilova does equally well with
either of her pure-strategy choices.

The lower segments of the DL and CC lines in Figure 7.7 have been made
thicker to highlight the lowest success percentage to which Navratilova can hold
Evert under each possible version of Evert's p-mix. This thick, inverted-V-
shaped graph thus shows the minimum values of Evert's success percentage in
relation to her choice of p in her mixed strategy. The whole inverted-v graph is
what should be given as the minimum in the cell at the extreme right of the
p-mix row in Figure 7.6. Indeed, having done this, we could even omit the first
two rows that correspond to Evert's two pure strategies because they are in-
cluded in the graph. The point at the extreme left, where p: 0, corresponds to
Evert's pure choice of cc and yields 20% success. The point at the extreme right,
where p : l, coruesponds to the pure choice of DL and yields 50% success.

Most interestingly, there are values of p in between 0 and l-representing
true mixed strategies for Evert-where she has success percentages above 50.
This outcome illustrates the advantage of keeping Navratilova guessing. If p :
0.6, for example, Navratilova does best by playing her CC. This choice keeps
Evert down to 20To success only for the 40To of the time that Evert plays CC; the
rest of the time, 60%, Evert is playing DL and gets B0%. The expected value for
Evertis B0 X 0.6 + 20 x 0.4 : 48 f B : 56, which is more thanthe maximinof50
that Evert could achieve by choosing one of her two pure strategies. Thus we see
that a mix of 60% DL and 40To CC is better for Evert than either of her two Dure
strategies. But is it her best mix?

Figure 7.7 immediately reveals to us Evert's best choice of mix: it is at the
peak formed by the inverted-v-shaped thicker lines. That peak represents the
maximum of her minima from all values of p and is at the intersection of the DL
and CC lines. We already calculated that p is 70Vo at this intersection. Thus,
when Evert chooses p to be 70To, she has a success percentage of 62 no matter
what Navratilova does. For any other p-mix Evert might choose, Navratilova
would respond with whichever one of her pure strategies would hold Evert
down to a success rate of less than 62To, along either of the thicker lines that
slope away from the peak. Thus Evert's mix of 70To DL and 30% CC is the only
one that cannot be exploited by Nawatilova to her own advantage (and there-
fore to Evert's disadvantage).
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To sum up, suitable mldng enables Evert to raise her maximin from 50 to
62. A similar analr-sis done from Navratilova's perspective shows that suitable
mixing (choice of 4i enables her to lower her minimax. We see from Figure 7.1
that Navratilor-a's q-mix against Evert's DL results in Evert's expected payoff
50q + 80(1 - 4), rvhile against Evert's DL the result is 90q + 20(I - q).
Navratilova's minimax is where these two are equal, that is, 40q: 60(1 - q),
or 1004 : 60, or q : 0.6, and the resulting expected payoff to Evert is 50 X 0.6 +
B0 x 0.1 - 30 + 32 : 62. Thus Navratilova's best mixing enables her to lower
her minimax from B0 to 62. When the two best mixes are pitted against each
other, Evert's maximin equals Navratilova's minimax, and we have a Nash
equilibrium in mixed strategies.

The equality of maximin and minimax for optimal mixes is a general prop-
erty of zero-sum games and was proved bylohn von Neumann and Oskar Mor-
genstern in 1945. But conceptually even more basic is the observation that
mixing enables each player to achieve a better outcome. This is the precise
mathematical formulation of the general idea that, if a zero-sum game has no
pure-strategy Nash equilibrium, then each player would be ill-advised to stick
to any pure action systematically and would do better to keep the other player
guessing.

VVhen the moves in a game are simultaneous, a player cannot respond to the
other's actual choice. Instead, each takes her best action in the light of what she
thinks the other might be choosing at that instant. In Chapter 4, we called such
thinking a player's belief about the other's strategy choice. We then interpreted
Nash equilibrium as a conflguration where such beliefs are correct, so each
chooses her best response to the actual actions of the other. This concept
proved useful for understanding the structures and outcomes of many impor-
tant q,?es of games, most notably zero-sum games and minimax strategies,
dominance and the prisoners' dilemma, focal points and various coordination
games, as well as chicken.

However, in Chapter 4 we considered only pure-strategy Nash equilibria.
TherLfore a hidden assumption went almost unremarked-namely, that each
player was sure or confident in her belief that the other would choose a particu-
lar pure strategy. Now that we are considering more general mixed strategies,
the concept of belief requires a corresponding reinterpretation.

Players may be unsure about what others might be doing. In the coordina-
tion game in Chapter 5, in which Harry wanted to meet Sally, he might be un-
sure whether she would go to Starbucks or Local Latte, and his belief might be
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that there was a 50-50 chance that she would go to either one. And, in the tennis
example, Evert might recognize that Navratilova was trylng to keep her (Evert)
guessing and therefore be unsure of which of Navratilova's available actions she
would play.

It is important however to distinguish between being unsure and having in_
correct beliefs. For example, in the Nash equilibrium of the tennis example in
Section 2 of this chapter, Nawatilova cannot be sure of what Evert is choosing.
But she can still have correct beliefs about Evert,s mixture-namely, about the
probabilities with which Evert chooses between her two pure strategies. Having
correct beliefs about mixed actions means knowing or calculating or guessing
the correct probabilities with which the other player chooses from among hei
underlying basic or pure actions. In the equilibrium of our example, it turned
out that Evert's equilibrium mixture wasT0To DL and 30vo CC.If Navratilova be-
lieves that Evert will play DL tnthT0To probability and CC with 30% probability,
then her beliel although uncertain, will be correct in equilibrium.

Thus we have an alternative and mathematically equivalent way to define
Nash equilibrium in terms of beliefs: each player forms beliefs about the proba_
bilities of the mixture that the other is choosing and chooses her ornm best re_
sponse to this. A Nash equilibrium in mixed strategies occurs when the beliefs
are correct, in the sense just explained.

In chapter B, we consider mixed strategies and their Nash equilibria in non_
zero-sum games. In such games, there is no general reason why the other
player's pursuit of her oum interests should work against your interests. There_
fore it is not in general the case that you would want to conceal your intentions
from the other player, and there is no generar argument in favor of keeping the
other player guessing. However, because moves are simurtaneous, each player
may still be subjectively unsure of what action the other is taking and therefore
may have uncertain beliefs, which in turn lead her to be unsure about how she
should act. This can lead to mixed-strategy equilibria, and their interpretation in
terms of subjectively uncertain but correct beliefs proves particularly important.

The discussion of mixed strategies to this point has been confined to games in
which each player has only two pure strategies, as well as mixes between them.
In many strategic situations, each player has available a larger number of pure
strategies, and we should be ready to calculate equilibrium mixes for those
cases as well. However, these calculations get complicated quite quickly. For
truly complex games, we would turn to a computer to find the mixed-strategy
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equilibrium. But, for some small games, it is possible to calculate equilibria by
hand quite easih-. The calculation process gives us a better understanding of
how the equilibrium rvorks than can be obtained just from looking at a com-
puter-generated solution. Therefore in this section and the next one we solve
some larger games.

Here rve consider zero-sum games in which one of the players has only two
pure strategies, n'hereas the other has more. In such games, we find that the
player rvho has three (or more) pure strategies typically uses only two of them in
equilibrium. The others do not flgure in her mix; they get zero probabilities. we
must determine which ones are used and which ones are not.5

our example is that of the tennis-point game augmented by giving Evert a
third rype of return. In addition to going down the line or crosscourt, she now
can consider using a lob (a slower but higher and longer return). The equilib-
rium depends on the payoffs of the lob against each of Nawatilova's two defen-
slve stances. we begin with the case that is most likely to arise and then
consider a coincidental or exceptional case.

A. A General (ase

Evert now has three pure strategies in her repertoire: DL, cc, and Lob. we leave
Navratilova with just two pure strategies, cover DL or cover cc. The payoff
table for this new game can be obtained by adding a Lob row to the table in Fig-
ure 7.1. The result is shown in Figure 7.8. Now that you are more familiar with

NAVRATILOVA

DI CC.

EVERT

DL 50 80 sOq+80(1 -q)

CC 90 20 9oq+20(1-q)

Lob 70 OU 7oq+60(1-q)

p-mrx 5Op1 + 90 p2
+70(1 -pj-p2)

B0p1 + 20 p2
+ 60(1 - pr - pz)

FIGURE 7.8 Payoff Table for Tennis Point with Lob

sEven when a player has only two pure strategies, she may not use one of them in equilibrium.
The other player then generally finds one ofher strategies to be better against the one that the first
player does use. In other words, the equilibrium "mixtures" coilapse to the special case of pure
strategies. But, when one or both players have three or more strategies, we can have a genuinely
mixed-strategy equilibrium where some of the pure strategies go unused.
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mixing in constant-sum games, we show only Evert's payoffs, and ask vou to re-
member that Navratilova chooses her strategies so as to achieve smaller ex-
pected payoffs for Evert.

The payoffs in the first three rows of the table are straightforward. \\hen
Evert uses her pure strategies DL and CC, her payoffs against Navratilova's pure
strategies or the q-mk are exactly as in Figure 7.1. The third row also is analo-
gous. Vl'/hen Evert uses Lob, we assume that her success percentages against
Navratilova's DL and CC are, respectively, T}Vo and 60%. \A/hen Navratilova uses
her 4-mix, using DL a fraction q of the time and CC a fraction (1 - 4) of the time,
Evert's expected payoff from Lob is 70q + 60(l - 4; therefore that is the entry in
the cell where Evert's Lob meets Nawatilova's 4-mix.

The really new feature here is the last row of the table. Evert now has three
pure strategies, so she must now consider three different actions in her mix. The
mix cannot be described by just one number p. Rather, we suppose that Evert
plays DL with probability p, and CC with probability pr,leaving Lob to get the
remaining probability, | - p, - pr. Thus we need two numbers, p, and pr, to de-
fine Evert's p-mrx.Each of them, being a probability, must be between 0 and 1.
Moreover, the two must add to something no more than 1; that is, they must
sat isfythecondi t ionpt+ pz<1, becausetheprobabi l i ty(1 *  h-  p) of  using
Lob must be nonnegative.

Using this characterization of Evert's p-mix then, we see that her expected
payoff, when Nawatilova plays her pure strategy DL, is given by 50p, + 907t, +
70(l - p, pz). This is the entry in the first cell of the last row of the table in Fig-
ure 7.8. Evert's expected payoff from using her p-mix against Navratilova's CC is
similarly B0p, + 20pr I 60(1 - h - pz). We do not show the expression for the
payoff of mix against mix, because it is too long and we do not need it for our
calculations.

Technically, before we begin looking for a mixed-strategy equilibrium, we
should veriff that there is no pure-strategy equilibrium. This is easy to do, how-
ever, so we leave it to you and turn to mixed strategies.

The key to solving for a mixed-strategy equilibrium in a constant-sum game
of this tlpe is to use the minimax method from the perspective of the player
who has just two pure strategies; here that player is Navratilova. This approach
works because Nawatilova's mixture can be specified by using just one vari-
able-namely, the single probability (4) used to define her mixed strategy. That
probability, of choosing DL in this case, fully specifles her mixed strategy; after q
is known, the probability of choosing CC is simply (l - q).

Figure 7.9 shows Evert's expected payoffs (success percentages) from play-
ing DL, CC, and Lob as the q in Navratilova's 4-mix varies over its full range
from 0 to 1. These graphs are just those of the expressions in the right-hand col-
umn of Figure 7.8. Given the usual worst-case assumption that is appropriate in
zero-sum games, Navratilova's calculation of her minimax strategy is as follows.
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Evert's
success (7o)

80

60

When Evert
plays

i-; l ,Lob, and CC 
\

90

70

50

0 0.5 0.6 0.667 1
Navrati lova's g-mix

FIGURE 7.9 Diagrammatic Solut ion for Navrati lova's q-Mix

For each 4, if Navratilova were to choose that 4-mix in equilibrium, Evert's best
response would be to choose the strategy that gives her (Evert) the highest pay-
off. Evert's best response, which is also the worst-case scenario for Nawatilova,
is then shown on the highest of the three lines at that q.we show this set of
worst-case outcomes with the thicker lines in Figure 7.9; these outcomes are
formed from the upper enuelope of the three payoff lines. Nawatilova's optimal
choice of 4 will make Evert's payoff as low as possible (thereby making her own
as large as possible) from this set of worst-case outcomes.

To be more precise about Navratilova's optimal choice of q, we must calcu-
iate the coordinates of the kink points in the line showing her worst-case out-
comes. The value of q at the left-most kink in this line makes Evert indifferent
between DL and Lob. That 4 must equate the two payoffs from DL and Lob
when used against the 4-mix. Setting those two expressions equal gives us 504 +
B0(l - q) : 70q + 60(1 - q) and 4 : 20140 : ll2.This firstkinkis thus at 4 :
0.5, or 50%. Evert's expected payoff at this point is 50 X 0.5 + B0 X 0.5 : 70 X
0.5 + 60 x 0.5 : 65. At the second (right-most) kink, Evert is indifferent between
cc and Lob. Thus the qvalue at this kink is the one that equates the cc and Lob
payoff expressions. Setting 90q + 20(I - q) : 70q + 60(1 - Q), we find q :
40160; the right-most kink is at q : 0.667, or 66.7,/o. Here, Evert's expected pay-
of f  is90 x 0.667 + 20x 0.333: 70x0.667 + 60 x 0.333:66.67.

Now we can explicitly describe Evert's best responses to Nawatilova's dif-
ferent choices of 4. Evert's best response is DL whe n q < 0.8, CC when q > 0.667,
and Lob when 0.5 < q < 0.667. As usual, Evert's best response is pure for most
values of 4. \ivhen q - 0.5, Evert is indifferent between DL and Lob and therefore

I

-L-". . . . . .

I

I

I

I
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equally indifferent between those two pule strategies and any mixtule of them.

\Mhen q:0.667, she is indifferent between CC and Lob and therefore equally

indifferent beftveen those two pure strategies and any mixture of them.

Figure 7.9 also shows that, of all the worst-case scenarios for Nawatilol-a,

the best (or least bad) occurs at the left kink, where q : 0.5 and Evert's expected

payoff is 65. The thick line shows all the maxima (for each q) and this point rep-

resents the minimum among them; this is Navratilova's minimax. At this point,

Evert achieves the smallest of the payoffS associated with choosing her best re-

sponse to each q that Navratilova might pick. Therefore, at q: 0.5, Navratilova

achieves the largest of her worst-case payoffs and she should choose this 4 in

equilibrium.
\&4ren Nawatilova chooses q - 0.5, Evert is indifferent between DL and Lob,

and either of these choices gives her a better payoff than does CC. Therefore

Evert will not use CC at all in equilibrium. CC will be an unused strategy in her

equilibrium mix.
Nowwe can proceed with the equilibrium analysis as if this were a game with

just two pure strategies for each player: DL and CC for Nawatilova, and DL and

Lob for Evert. We are back in familiar territory. Therefore we leave the calculation

to you and just tell you the result. Evert's optimal mixture in this game entails her

using DL with probabilily 0.25 and Lob with probability 0.75. Evert's expected pay-

offfrom this mixture, taken against Nawatilova's DL and CC, respectively, is

50 x 0.25 + 70 x 0.75: B0 x 0.25 + 60 x 0.75:65'

This payoff is Evert's maximin value, and it equals Navratilova's minimax, in

conformity with the general result on mixed-strategy Nash equilibrium in zero-

sum games.
We could not have started our analysis with this two-by-two game, because

we did not know in advance which of her three strategies Evert would not use.

But we can be confident that in the general case there will be one such strategy'

\A4ren the three expected payoff lines take the most general positions, they in-

tersect pair by pair rather than all crossing at a single point. Then the upper en-

velope has the shape that we see in Figure 7.9. Its lowest point is defined by the

intersection of the payoff lines associated with two of the three strategies. The

payoff from the third strategy lies below the intersection at this point, so the

player choosing among the three strategies does not use that third one.

B. Exceptional Cases

The positions and intersections of the three lines of Figure 7.9 depend on the

payoffs specified for the pure strategies. We chose the payoffs for that particular

game to show a general configuration of the lines. But, if the payoffs stand in very

specific relationships to each other, we can get some special configurations'
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First, if Evert's par.otTs fror-n Lob against Navratilova's DL and cc are equal'

then the line for Lob is irorizontal, and a whole range of 4-values achieve

Navratilova,s minintan. For erample, if the two payoffs in the Lob row of the

table in Figure , .8 are r,) each, then it is easy to calculate that the left kink in a

revised Figure 7.9 
"r'o'-rld 

be at q : I /3 and the right kink at q : 5 I 7' For any 4 in

the range fiont i 3 ro 5,'7, Evert's best response is Lob, and we get an unusual

equilibriur-n in ,,,,'hici-t Evert plays a pule strategy and Navratilova mixes.

Second. ii Evert's payoffs from Lob against Navaratilova's f)L and CC are

lon.er rhan rhose of Figure 7.9 by just the right amounts (or those of the other

trvo srraregies are higher by just the right amounts), all three lines can meet in

one poir.rt. For example, if the payoffs of Evert,s Lob are 66 and 56 against

\ar rarilova's DL and cc, respectively, instead of 70 and 60, then for q : 0.6

Evert s expected payoff from the Lob becomes 66 r 0'6 + 56 x 0'4 : 39'6 +

22.6 - 62, rhe same as that from DL and cc when q: 0.6. Then Evert is indiffer-

ent between all three of her strategies when 4 : 0.6 and is equally willing to mix

among them.
In this special case, Evert's equilibrium mixture probabilities are not fully

determinate. Rather, a whole range of mixtures, including some where all three

strategies are used, can do the job of keeping Navratilova indifferent between

her DL and CC and therefore willing to mix. However, to achieve her minimax'

Navratilova must use the mixture with 4 : 0.6. If she does not, Evert's best re-

sponse will be to switch to one of her pure strategies, and this will work to

Nawatllor.a's detriment. We do not dwell on the determination of the precise

range over \,r,hich Er,ert's equilibrium mixtures can vary, because this case can

only arise for exceptional combinations of the payoff numbers and is therefore

relatively unimportant.

C. (ase of Domination by a Mixed Strategy

'v\4rat if Evert's payoffs from using her Lob against Navratilova's DL and cc are

even lower than the values that make all three lines intersect in one point? Fig-

ure 7.10 illustrates such a payoff matrix'

\A4ren we graph the expected payoff lines from Evert's three pure strategies

against Navratilova's choice of q, we now find that Lob has shifted down from

its position in Figure 7.9. Figure 7.11 shows the new configuration of lines and

the determination of Navratilova's minimax. The calculations that give us the

positions of the three lines labeled DL, CC, and Lob and their intersections fol-

low the same procedures as before; so we omit the details. The line labeled Mix

is explained soon.
It is clear that, with these numbers, Lob is not a very good strategy for Evert.

In fact, the line showing the payoffs from Lob lies everywhere below either DL

or CC-and so below the upper envelope of those lines-as well as below the
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NAVRATILOVA

EVERT

DL s0 BO

cc 90 20

Lob 30

FIGURE 7.10 Tennis Point When Lob ls Never a Best Resoonse

point of intersection of the DL and cc lines. Thus, for each q in Nawatilova's
mix, at least one of the pure strategies DL or cc gives Evert a higher payoff than
does Lob. Figure 7.11 show that, if q < 0.667, DL is a better response for Evert
than Lob; if q > 0.4, CC is better than Lob; and, when 0.4 < q < 0.667, both DL
and cc are better than Lob. In other words, Lob is neuer the best response for
Evert.

However, it is also true that Lob is not dominated by either DL or CC. If
q < 0.4, Lob does better than CC, whereas, if q > 0.G67, Lob does better than DL.
Thus it appears that Lob cannot be eliminated from Evert's consideration by
using dominance reasoning.

But, now that we are allowing mixed strategies, we can consider mixtures of
DL and cc as well. can one such mixture dominate Lob? Yes. consider a mixture
between DL and cc with respective probabilities p and (t - p).Its payoff against
Nawatilova's pure DL is 50p + 90(1 - p), and its payoff against Nawatilova's

Evert's
success (70)

80

When
Evert
plays

90

BO
75

35
30

20

0.6 0.667 1
Navrat i lova's q-mix

6:t'

FIGURE 7.1 1 Domination by a Mixed Strategy
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pure CC is BOp + 20 1 - p . Therefore its payoff against Nawatilova's 4-mix is

f50p+e0(1 -  D)q- 80p-20(1 -  p)1 r-  4: ts jq +B0(1 -  q) lp+ [ejq+
20(l q))(I - p). This erpression represents an average of the heights of the DL
and CC lines, nith proportions p and (l - p).

In other u-ords, Even's expected payoff from her p-mix between DL and CC
against Narratilova s q-mix is a straight line that averages the two separate DL
and CC lines. \aiurallr', the average line must pass through the point of inter-
section of the nvo separate DL and CC lines; if, for some 4, the two pure strate-
gies DL and CC give equal payoffs, so must any mixture of them.

If p : 1 in Evert's mixture, she plays pure DL and the line for her mixture is
just the DL lirre; If p : 0, the mixture line is the CC line. As p ranges from 0 to 1,
the line tor the p-mix rotates from the pure CC to the pure DL line, always pass-
ing through the point of intersection at q : 0.6.Among all such lines corre-
sponding to different values of p, one will be parallel to the line for Lob. This line
is shown in Figure 7.11 as the fourth (dashed) line labeled Mix. Because the line
for Lob lies below the point of intersection of DL and CC, it also lies entirely
below this parallel line representing a particular mixture of DL and CC. Then, no
matter what q may be, Lob yields a lower expected payoff than this particular
mixed strategy. In other words, Lob is dominated by this mixed strategy.

It remains to find the probabilities that deflne the mixture that dominates
Lob for Evert. By construction, the Mix line is parallel to the Lob line and passes
through the point at which q : 0.6 and the expected payoff is 62. Then it is easy
to calculate the vertical coordinates of the Mix line. We use the fact that the
slope of Lob : (75 - 30)/(1 - 0) :45. Thenthevertical coordinate of the Mix
line when 4 : 0 is given by uin the equation a5 : (62 - u)l (0.6 - 0), or u : 35;
similarly, when q: l, the vertical coordinate solves 45 : (u - 62)l(l - 0.6),
rvhich gives us u : 80. For any value of 4 between 0 and 1, the vertical coordi-
nate of the Mix line is then B0 x q + 35 x (l - q). Now compare this result with
the expression for the general p-mix line just derived. For the two to be consis-
tent, the part of that p-mix expression that multiplied q-50p + 90(1 - p)-
must equal 80, and 20 p + B0(1 - p) must equal 35. Both of them imply that
p:0.75.

Thus Evert's mixture of DL with probability 0.75 and CC with probability
0.25 yields the Mix line drawn in Figure 7.11. This mixed strategy gives her a
better expected payoff than does her Lob, for each and every value of
Navratilova's q. In other words, this particular mixture dominates Lob from
Evert's perspecti\re. 6

6We constructed the parallel line to guarantee dominance. Other lines through the point of inter-
section of the DL and CC lines also can dominate Lob so long as their slopes are not too different
from that ofthe Lob line.
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Now we have shown that, if a strategy is never a best response, then ."ve can
flnd a mixed strategy that dominates it.7 In the process, we have expanded the
scope of the concept of dominance to include domination by mixed straregies.
The converse also is true; if a strategy is dominated by another strateg]-, albeit a
mixed one, it can never be a best response to any of the other player's strategies.
We can then use all of the other concepts associated with dominance that u.ere
developed in Chapter 4, but now allowing for mixed strategies also. We can do
successive or iterated elimination of strategies, pure or mixed, that are domi-
nated by other strategies, pure or mixed. If the process leaves just one strategy
for each player, the game is dominance solvable and we have found a Nash
equilibrium. More tlpically, the process only narrows down the range of strate-
gies. In Chapter 5, we defined as rationalizable the set of strategies that remain
after iterated elimination of pure strategies that are never best responses. Now
we see that in two-player games we can think of rationalizable strategies as the
set that survives after doing all possible iterated elimination of strategies that
are dominated by other pure or mixed strategies.B

$l*r*i fiivr TufiEE sTftrTE'rEs

As we saw in our two-by-three strategy example in the preceding section, a player
mixing among three pure strategies can choose the probabilities of any two of
them independently (so long as they are nonnegative and add up to no more than
1);then the probability of the third must equal I minus the sum of the probabili-
ties of the other two. Thus we need two variables to specifu a mix.e \Mhen both
players have three strategies, we cannot find a mixed-strategy equilibrium with-
out doing two-variable algebra. In many cases, such algebra is still manageable.

'In the example of Section 5.4 (Figure 5.6), we saw that Column's strategy C4 is never a best re-
sponse but it is not dominated by any of the pure strategies Ct, C2, or C3. Now we know that we can
look for domination by a mixed strategy. In that game, it is easy to see that C4 is (strictlp dominated
by an equal-probability mixture of Cl and C3.

sThis equivalence between "never a best response" and "dominated by a mlred strategy" works
fine in two-player games, but an added complication arises in many-player games. Consider a game
with three players, A, B, and C. One of A's strategies-say, Al-may never be a best response to anv
pure strategies or independently mixed strategies of B and C, but Al may fail to be dominated by
any other pure or mixed strategy for A. However, if AI is never a best response to any pure strategies
or arbitrarily corelated mixed strategies of B and C, then it must be dominated by another of A's
pure or mlred strategies. A compiete treatment of this requires more advanced game theory; so rve
merely mention it. See Andreu Mas-Cole11, Michael Whinston, and lerry R. Green, Microeconomic
Theory (NewYork: Oxford University Press, 1995), pp. 242-245 and262-263.

sMore generally, if a player has l,/pure strategies, then her mix has (l'/ l) independent vari-
ables, or "degrees offreedom ofchoice."
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A. FullMixture of All Strategies

consider a simplified representation of a penarty kick in soccer. suppose the
kicker has just rhree pure suaregies: kick to the left, right, or center. Then she
can mix among rhese straregies, with probabilities denoted by pr, pn, and ps, re_
spectively. Anr-n'o of them can be taken to be the independent variables and
the third expressed in rerms of them. If p, and pRaremade the two independent
choice 

'ariables. 
then p6 : I - pr - pn The goalie also has three pure strate-

gies-namelr-, mor,e to the kicker's left (the goalie,s own right), move to the
kicker's righr, or continue to stand in the center-and can mix among them
rtith probabilities 4r, qp, and. Qs, rwo of which can be chosen independently.

Besr-response analysis also works in this context. The goalie would choose
her nr-o independent variables, say (qr, 4n), asher best response to the kicker,s
nr-o' (pr, pn), and vice versa. The Nash equilibrium occurs when each is choos_
ing her best response to the other's mix. However, because each is choosing two
magnitudes in response to the other's two, we can't use best-response graphs,
because they would have to be in four dimensions.

Instead, we use the principle of the opponent's indifference, which enables
us to focus on one player's mixture probabilities. They should be such that the
other is indifferent among all the pure strategies that constitute her mixture.
This gives us a set of equations that can be solved for the mixture probabilities.
In the soccer example, the kicker's (pr, p^) would satisfy two equations express-
ing the requirement that the goalie's expected payoff from using her left shourd
equal that from using her right and that the goalie,s expected payoff from using
her right should equal that from using her center. (Then the equality of expected
payoffs from left and center follows automatically and is not a separate equa_
tion.) with more pure strategies, the number of the probabilities to be solved for
and the number of equations that they must satisfy also increase.

Figure 7.12 shows the payoff matrix with the kicker as the Row player and
the goalie as the column player. Because the kicker wants to maximize the per_
centage probabilities that she successfully scores a goal and the goalie wants to

GOALIE

Left Center Right

KICKER

Left 45 90 90

Center B5 0 B5

Right 95 95 60

FIGURE 7.12 Mixing in S0ccer penarty Kick when Ail pure Strategies Are Used
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minimize the probability that she lets the goal through, this is a zero-surrr game.
We show the payoffs from the kicker's (the Row player's) perspective. For exam-
ple, if the kicker kicks to her left while the goalie moves to the kicker's left (the
top-left-corner cell), we suppose that the kicker stil l succeeds 45% of the time.
But if the kicker kicks to her right and the goalie goes to the kicker's left, then the
kicker has a 90% chance of scoring; we suppose a I0To probability that she
might kick wide or too high. If the kicker kicks to her right (bottom row of the
matrix), her probabilities of success are 95% if the goalie guesses wrong and 60%
if the goalie guesses correctly. You can experiment with different payoff num-
bers that you think might be more appropriate.

It is easy to verifii that the game has no equilibrium in pure strategies. So sup-
pose the kicker is mixing with probabilities pr, p*, and pc - | - ltr p.. Against
each of the goalie's pure strategies, this mlxture f.ields the follor,r.ing payoffs:

Left :  45pL+ BSp,+ 95p^- 45pr.+ B5(1 -  p1 pn) -  9Spo
Center:  90pr+ }pr+ 95p^:90p, + 95pR
Right:  90pr*85pc+ 60po:90p1+ B5(1 -  pr . -  pa) + 60pp

The goalie wants these numbers to be as small as possible. But, in a mixed strat-
egy equilibrium, the kicker's mixture must be such that the goalie is indifferent
between her pure strategies. Therefore all three of these expressions must be
equal in equilibrium.

Equating the Left and Right expressions and simplifying, we have 45pr:
35p., or ps: (917)pr. Next, equate the Center and Right expressions and sim-
pli$r, by using the link between pyand pp just obtained. This gives

907tt+ 95(97tt.17) :90pr + 85[ I - p' (9n17)l + 60(9prl7),
or  [85 + 120(9/7))  py:85,
which yields p,. : 0.355.

Then we Bet pn :  0.355(9/7) :  0.457, and f inal ly pc: |  0.355 - 0.457 :0.188.

The kicker's payoff from this mixture against any of the goalie's pure strategies
and therefore against any mixture of them can then be calculated by using any
of the preceding three payoff lines; the result is75.4.

The goalie's mixture probabilities can be found bywriting down and solving
the equations for the kicker's indifference among her three pure strategies
against the goalie's mixture. We do this in detail for a slight variant of the same
game in Section 5.B; so we omit the details here and just give you the answer:
q1. - 0.325,4p : 0.561, and q.: 0.113. The kicker's payoff from any of her pure
strategies when played against the goalie's equilibrium mixture is 75.4. Note
that this payoff is the same as the number found when calculating the kicker's
mix; this is just the maximin - minimax property of zero-sum games.

Now we can interpret the findings. The kicker does better with her pure
Right than her pure Left, both when the goalie guesses correctly (60 > 45) and
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nhen she guesses incorrectlr- (95 > 90). (Presumably the kicker is left-footed
and can kick harder ro her right.) Therefore the kicker chooses her Right with
greater probabilin'and. to counter that, the goalie chooses Right with the high-
est probabilitl', too. Horrer-er, the kicker should not and does not choose her
pure-strategv Right; if she did so, the goalie would then choose her onm pure-
strategy Right, too. and the kicker's payoff would be only 60, less than the 75.4
that she gets in equilibrium.

B. Equilibrium Mixtures with Some Strategies Unused

In the preceding equilibrium, the probabilities of using Center in the mix are
quite lon- for each player. The (Center, Center) combination would result in a
sure sa\-e and the kicker would get a really low payoff-namely, 0. Therefore the
kicker puts a low probability on this choice. But then the goalie also should put
a low probability on it, concentrating on countering the kicker's more likely
choices. The payoff numbers in the game of Figure 7 .12 are such that the kicker
should not avoid Center altogether. If she did, then so would the goalie, and the
game would reduce to one with just trivo basic pure strategies, Left and Right, for
each player. With the right combination of payoffs, however, such an outcome
could ar ise in equi l ibr ium.

We show such a variant of the soccer game in Figure 7.13. The only difference
in payoffs between this variant and the original game of Figure 7.12 is that the
kicker's payoffs from Center have been lowered even farther, from 85 to 70. Let us
try to calculate the equilibrium here by using the same methods as in Section 5.A.
This time we do it from the goalie's perspective; we try to find her mixture proba-
bilities 4r, cln, and 4c, by using the condition that the kicker should be indifferent
among all three of her pure strategies when played against this mixture.

The kicker's payoffs from her pure strategies are

Left :  45qr+ 90qr+ 90q^: 45qL+ 90(1 -  4r-  4n) + 90qR: 454r + 90(1 -  4L)
Center: 70qL+ 0q, + 70q^: 70qr + 70qR
Right:  95qr+ 95qr+ 60q^: 95qr+95(l  -  4r-  Qn) + 604R: 95(1 -  q^) + 60qs

GOALIE

KICKER

Left 45 90 90

Center 70 0 70

Right 9s 95 60

FIGURE 7.13 Mixing ip Soccer Penalty Kick When Not All Pure Strategies Are Used
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Equating the Left and Right expressions and simplifying, we have g0 - 45qt:

95 - 354^, or 354* :5 + 45qr. Next, equate the Left and Center expressions and

simplify to get 90 - 45qr: 70q, + 70qR, or lI5qt + 70qR: 90. Substituting for q.

from the first of these equations (after multiplying throughby 2 to get 7017* : 10

+ 90q) into the second yields 205qy: 80, or qt: 0.390. Then using this yalue

for qrin either of the equdtions gives q* :0.644. Finally, we use both of these

values to obtain Qc: I - 0.390 - 0.644: -0.034. Because probabilities cannot

be negative, something has obviously gone wrong.

To understand what happens in this example, start by noting that Center is

now a poorer strategy for the kicker than it was in the original version of the

game, where her probability of choosing it was already quite low. But the con-

cept of the opponent's indifference, expressed in the equations that led to the

solution, means that the kicker has to be kept willing to use this poor strategy.

That can happen only if the goalie is using her best counter to the kicker's

Center-namely, the goalie's orm Center-sufficiently infrequentlr'. And in this

example that logic has to be carried so far that the goalie's probabilitr. of Center

has to become negative.
As pure algebra, the solution that we derived may be fine, but it violates the

requirement of probability theory and real-life randomization that probabilities

be nonnegative. The best that can be done in reality is to push the goalie's prob-

ability of choosing Center as low as possible-namely, to zero. But that leaves

the kicker unwilling to use her own Center. In other words, we get a situation in

which each player is not using one of her pure strategies in her mixture, that is,

using it with zero probability.

Can there then be an equilibrium in which each player is mixing between

her two remaining strategies-namely, Left and Right? If we regard this reduced

two-by-two game in its ol,rm right, we can easily find its mixed-strategy equilib-

rium. With all the practice that you have had so far, it is safe to leave the details

to you and to state the result:

Kicker's mixture probabilities: Pr:0.4375, ps- 0.5625;

Goalie's mixture probabilitie si 4r : 0.3750, q^ : 0.6250;

Kicker's expected payoff (success percentagel: 73.13.

We found this result by simply removing the two players' Center strategies

from consideration on intuitive grounds. But we must check that it is a genuine

equilibrium of the full three-by-three game. That is, we must check that neither

player finds it desirable to bring in her third strategy, given the mixture of two

strategies chosen by the other player.

\Nhen the goalie is choosing this particular mixture, the kicker's payoff from

pure Center is 0.375 x 70 + 0.625 x 70:70. This payoff  is less than the 73.13

that she gets from either of her pure Left or pure Right or any mixture between

the two; so the kicker does not want to bring her Center strategy into play. \.Vhen
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the kicker is choosing tire nr o-strategr- mixture with the preceding probabilities,
her payoff against the se'aiie s pure Center is 0.4375 X 90 + 0.5625 x 95 : 92.8.
This number is highe: liran the 73.13 that the kicker would get against the
goalie's pure Left or Lr.Liie Right or any mixture of the two and is therefore worse
for the goalie. Thus rie goalie does not want to bring her center strategy into
play either, The eq',rilibrium that we found for the two-by-two game is indeed
an equilibriutl oi rhe rhree-by-three game.

To allou'for ihe possibility that some strategies may go unused in an equilib-
rium mivure, \\e rnust modifz or extend the "opponent's indifference" princi-
ple. Each plaver's equilibrium mix should be such that the other player is
indifterer-rt antong all the strategies that are actually used in her equilibrium mix.
The other player is not indifferent between these and her unused strategies; she
pret'ers the ones used to the ones unused. In other words, against the opponent's
eqLrilibrium mix, all of the strategies used in your own equilibrium mix should
gir-e you the same expected payoff, which in turn should be higher than what you
tvouid get from any of your unused strategies. This is called the principle of com-
plementary slaclcness;we consider it in greater generality in chapter 8, where the
reason for this strange-sounding name will become clearer.

Researchers who perform laboratory experiments are generally dismissive of
mixed strategies. As Douglas Davis and charles Holt note, "subjects in experi-
ments are rarely (if ever) obserued flipping coins, and when told ex post that the
equilibrium involves randomization, subjects have expressed surprise and
skepticism."l0 \Vhen the predicted equilibrium entails mixing two or more pure
strategies, experimental results do show some subjects in the $oup pursuing
one of the pure strategies and others pursuing another, but this does not consti-
tute true mixing by an individual player. when subjects play zero-sum games
repeatedlv, individual players often choose different pure strategies over time.
But ther- seem to mistake alternation for randomization; that is, they switch
their choices more often than true randomizationwould require.

Real life seems ahead of the laboratory, as the following story illustrates.ll In
Malaya in the late 1940s, the British army escorted convoys of food trucks to
protect the trucks from Communist terrorist attacks. The terrorists could either

l0Douglas D. Davis and Charles A. Holt, Experimental Economics (Princeton: Princeton Univer-
s i ty Press,  1993),  p.  99.

rrR. S. Beresford and M. H. Peston, "A Mixed Strategy in Action," Operations Research, vol. 6, no.
4 (December 1955),  pp.  t73 176.

iffi
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launch a large-scale attack or create a smaller sniping incident intended to

frighten the truck drivers and keep them from serving again. The British escort

could be either concentrated or dispersed in the convoy. For the arm\-, concen-

tration was better to counter a full-scale attack, and dispersal was better against

sniping. For the terrorists, a full-scale attack was better if the army escort \\-as

dispersed, and sniping was better if the escort was concentrated. This zero-sum

game has only a mixed-strategy equilibrium. The escort commander, who had

never heard of game theory, made his decision as follows. Each morning, as the

convoy was forming, he took a blade of grass and concealed it in one of his

hands, holding both hands behind his back. Then he asked one of his troops to

guess which hand held the blade, and he chose the form of the convoy accord-

ing to whether the man guessed correctly. \A/trile the precise payoff numbers are

difficult to judge and therefore we cannot say whether 50-50 was the right mix-

ture, the officer had correctly flgured out the need for true randomization and

its method.
The best evidence in support of mixed strategies in zero-sum games comes

from sports, especially from professional sports, where the players accumulate

a great deal of experience of such games and their intrinsic desires to win are

buttressed by large financial gains from winning.

Mark Walker and John Wooders examined the serve-and-return play of top-

level players at Wimbledon.l2 They model this interaction as a game with two

players, the server and the receiver, in which each player has two pure strategies.

The server can serve to the receiver's forehand or backhand, and the receiver can

guess to which side the serve will go and move that way. Because sen/es are so

fast at the top levels of men's singles, the receiver cannot react after observing

the actual direction of the serve; rather, the receiver must move in anticipation of

the serve's direction. This game then has simultaneous moves. Further, because

the receiver wants to guess correctly and the seruer wants to wrong-foot the re-

ceiver, this interaction has a mixed-strategy equilibrium.

If the tennis players are using their equilibrium mixtures in the serve-and-

return game, the server should win the point with the same probability

whether he serves to the receiver's forehand or backhand. An actual tennis

match contains a hundred or more points played by the same two players; thus

there is enough data to test whether this implication holds. Walker and Wood-

ers tabulated the results of serves in l0 matches. Each match contains four

kinds of serve-and-return combinations: A serving to B and vice versa, com-

bined with service from the right or the left side of the court (Deuce or Ad side).

Thus they had data on 40 serving situations and found that in 39 of them the

r2Mark Walker and John Wooders, "Minimax Play at Wimbledon," American Economic Reuiew,

vol .91,  no.5 (December200l) ,  pp.  1521-1538.
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server's success rates \\ith forehand and backhand serves were equal to within
acceptable limits of statistical error.

The top-level plar-ers must have had enough general experience playing the
game' as well as panicular experience plaFng against the specific opponents, to
have learned the general principre of mixing and the 

"orr"., 
proportions to mix

against the specific opponents. However, there was one respect in which the
servers' choices departed from true mixing. To achieve the necessary unpre_
dictabilin', rhere should be no pattern of any kind in a sequence of serves: the
choice of side for each serve should be independent of whai has gone before. As
we said in reference to the practice of mixed strategies, players can alternate too
much, not realizing that alternation is a pattern just as much as doing the same
action repeatedly a few times wourd be a pattern. And, indeed, the data show
that the tennis servers alternated too much. But the data also indicate that this
departure from true mixing was not enough to be picked up and exploited by
the opponents.

In another study of mixing strategies in sports contests, pierre-Andr6 chiap_
pori, Timothy Groseclose, and steven Levitt analyzed penalty kicks in soccer.13
They collected a large data set from European league competitions to look at the
game played between kicker and goalie, as we did in Section s. Each
kicker-goalie combination had too few data points for statistical use; so they ex-
amined what the implications of the theorywould be for aggregate data coming
from different kickers and different goalies. This statistical work is quite ad-
vanced, but its results are simple: the predictions of the theory are borne out by
the data. Indeed, in their tracing of the sequence of choices of each kicker and
goalie, they do not even flnd too much alternation. Thus these findings suggest
that behavior in soccer penalty kicks is even closer to true mixing than behavior
in the tennis serve-and-return game.

Finally, we note some important things to remember when finding or using a
mixed strategy in a zero-sum game. First, to use a mixed strategy effectivelyin
such a game, a player needs to do more than calculate the equilibrium percent_
ages with which to use each of her actions. Indeed, in our tennis-point game,
Evert cannot simply play DL five-eighths of the time and cc three-eighths of
the time by mechanically rotating five shots down the line and three shots

-.- 
l3Pierre-Andr6 chiappori, Timothy Groseclose, and Steven Levitt, "Testing Mixed Strategy Equi-libria \Alhen Players Are Heterogeneous: The case of penaity Kicks in soccer,,, American EconomicReuiew, vol. 92, no. 4 (September 2002), pp. I f38_f 151.
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cross-court. \t\hy not? Because mixing your strategies is supposed to help you
benefit from the element of surprise against your opponent. If you use a recog-
nizable pattern of plays, your opponent is sure to discover it and exploit it to
her advantage.

The lack of a pattern means that, after any history of choices, the probability' of
choosing DL or CC on the next turn is the same as it always was. If a run of several
successive DLs happens by chance, there is no sense in which cc is now "due" on
the next turn. Many people in practice mistakenly think otherwise, and therefore
they alternate their choices too much compared with what a truly random se-
quence of choices would require; they produce too few runs of identical successive
choices. However, detecting a pattern from obseled actions is a tricky statistical
exercise, which the opponents may not be able to perform while playing the game.
As we saw in Section 6, walker and wooders, in their analysis of data from grand
slam tennis flnals, found that servers alternated their serves too much, but re-
ceivers were not able to detect this departure from true randomization.

However, a good strategist should not rely on the opponent's errors. To
make sure that your mixed strategy works effectively, you need a truly random
pattern of actions on each play of the game. You may want to rely on a com-
puter's ability to generate random numbers for you, for example, from which
you can determine your appropriate choice of action. If the computer generates
numbers between t and 100 and you want to mix pure strategies A and B in a
60 :40 split, you may decide to play A for any random number between I and 60
and to play B for any random number between 61 and 100. similarly, you could
employ a device like the color-coded spinners provided in many childrens'
games. For the same 60:40 mixture, you would color 60% of the circle on the
spinner in blue, for example, and40To in red; the flrst 216 degrees of the circle
would be blue, the remaining 144 red. Then you would spin the spinner arrow
and play A if it landed in blue but B if it landed in red. The second hand on a
watch can provide the same type of device, but it is important that your watch
not be so accurate and synchronized that your opponent can use the same
watch and figure out what you are going to do.

The importance of avoiding a predictable system of randomization is clear-
est in ongoing interactions of a zero-sum nature. Because of the diametrically
opposed interests of the players in such games, your opponent always benefits
from exploiting your choice of action to the greatest degree possible. Thus, if
you play the same game against each other on a regular basis, she will always be
on the look out for ways to break the code that you are using to randomize your
moves. If she can do so, she has a chance to improve her payoffs in future plays
of the game. Mixing is still justifled in single-meet (sometimes called one-shot)
zero-sum games because the benefit of "tactical surprise" remains important.

Finally, players must understand and accept the fact that the use of mixed
strategies guards you against exploitation and gives the best possible expected
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payoff but that it is or-ih' a probabilistic average. on particular occasions, you
can get poor outcon-ies: lor example, the long pass on third down with a yard to
go, intended to keep the defense honest, may fail on any specific occasion. If
you use a mlred srrareg]'in a situation in which you are responsible to a higher
authority, horrer.er, \'ou may need to plan ahead for this possibility. you may
need to jusrih vour use of such a strategy ahead of time to your coach or your
boss, for erample. They need to understand why you have adopted your mix-
ture and rr-hl r-ou expect it to yield you the best possible payoff, on average,
even though it might yield an occasional low payoff as well. Even such advance
plannirrg mav not work to protect your "reputation," though, and you should
prepare r-ourself for criticism in the face of a bad outcome.

Zero-sum games in which one player prefers a coincidence of actions that the
other prefers the opposite often have no Nash equilibrium in pure strategies. In
these games, each player wants to be unpredictable and so uses a mixed strat-
egy that specifies a probability distribution over his set of pure strategies. Mixed
strategies are a special case of continuous strategies but have additional matters
that deserve separate study.

Best-response analysis can be used to solve for mixed-strategy equilibria.
The best-response-curve diagram can be used to show all mixed-strategy as
well as pure-strategy equilibria of a game. The opponent's indffirence property
of mixed-strategy equilibria indicates that each player's equilibrium mixture is
such that the other player is indifferent among all her mixes. Minimax analysis
also can be used to find players' equilibrium mixtures. Mixed-strategy equilibria
can be interpreted as outcomes in which all players have correct beliefs about
the probabilities with which the other player chooses from among her underly-
ing pure actions.

\Ahen one or both players have three (or more) strategies, equilibrium
mixed strategies may put positive probability on all pure strategies or may in-
clude only a subset of the pure strategies. If one player has three strategies and
the other has only two, the player with three available pure strategies will gener-
ally use only two in her equilibrium mix. Equilibrium mixtures may also be
indeterminate.

Evidence on mixed-strategy play in the laboratory is mixed, but there is evi-
dence of the use of equilibrium mixes in other more realistic settings. Sports ex-
amples, including tennis serves and soccer penalty kicks, provide significant
evidence of mixing in actual play. And, in actual play, players should remember
that good use of a mixed strategy requires that there be no predictable system of
randomization.
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KEY TERMS iflifiiifii.#$.{Llf{ ri ii{jijffi

opponent's indifference property
( le4)

t .

2.

3.

rilfliij*{l'.t;,$i1}i EXERC|SES {t$ilii{tiiii$+1,,t :

"When a game has a mixed-strategy equilibrium, a player's equilibrium

mixture is designed to yield her the same expected payoff when used

against each of the other player's pure strategies." True or false? Explain and

give an example of a game that illustrates your answer.

In Figures 7.2 and 7.3 of the text, you saw how to derive Navratilova's best-

response rule in the tennis-point game in two different ways. Draw figures

similar to Figures 7.2 and 7.3 to show how to derive Evert's best-response

rule in the same two ways. Use the algebraic approach to finding the best-

response rule to verify the equilibrium value of p for Evert and the payoff

that she receives in the mixed-strategy equilibrium.

Find Nash equilibria in mixed strategies for the following games. In each

case, verify your answer by using a second method to recalculate the equi-

librium mixtures for each player.
(a)

COLUMN

Left ' Right ,

ROW
Up 4 1

Down

COLUMN

t-eft Right

ROW
Up 3 2

Down 4

4. Many of you will be familiar with the children's game Rock-Scissors-Paper. In

Rock-scissors-Paper, two people simultaneously choose either "Rock," "Scis-

sors," or "Paper," usually by putting their hands into the shape of one of the

three choices. The game is scored as follows. A person choosing Scissors beats

(b)
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a person choosing Paper (because scissors cut paper). A person choosing
Paper beats a person choosing Rock (because paper covers rock). A person
choosing Rock bears a person choosing scissors (because rock breaks scis.
sors). If two plavers choose the same object, they tie. suppose that each indi-
vidual plav of rhe game is worth l0 points. The following matrix shows the
possible outcomes in the game:

PLAYER 2

Paper

PLAYER
1

Rock 0 l0 -10

Scissors -10 0 10

Paper 10 -10 n

(a) Suppose that Player 2 announced that she would use a mixture in which
her probability of choosing Rock would be 40To,her probability of choos-
ing scissors would be 30To, and her probability of paper, 30%. \Mhat is
Player l's best response to this strategy choice of player 2? Explain why
your answer makes sense, given your knowledge of mixed strategies.

b) rina the mixed-strategy equilibrium of this Rock-scissors-paper game.

consider a slightly different version of Rock-scissors-paper in which player
I has an advantage. IfPlayer I picks Rock and player 2 picks Scissors, player
I wins 20 points from Player 2 (rather than l0) . The new payoff matrix is:

PLAYER 2

Rock

PLAYER
1

Rock 0 20 -10

Scissors -10 0 10

Paper t0 -10 0

(a) \A,/hat is the mixed-strategy equilibrium in this version of the game?
(b) compare your answer here with your answer for the mixed-strategy

equilibrium in Exercise 4. How can you explain the differences in the
equilibrium strategy choices?

6. In baseball, pitchers and batters have conflicting goals. pitchers want to
get the ball pastbatters but batters want to connectwith pitched balls. The
following table shows the payoffs for a hypothetical game between a
pitcher and a batter. The payoffs take into account the fact that fastballs,
when anticipated and hit by a batter, yield better hits (more bases) than
do similarly anticipated and hit curve balls.

c.

I
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PITCHER

Throw fastbalt

BATTER
Anticipate curve 1 -1

Anticipate fastball 1 4

(a) Verify that there is no pure-strategy equilibrium in this game, and then
find the mixed-strategy equilibrium.

(b) Draw the best-response curves for both players, and indicate the mixed-
strategy equilibrium on your diagram.

(c) Can the pitcher improve his expected payoff in the mixed-strategy equi-
librium of this game by slowing donm his fastball (thereby making it
more similar to a curve ball)? Assume that slowing down the pitched
fastball changes the payoff to the hitter in the "anticipate fastball/throw
fastball" cell from 4 to 3. Explain carefully how you determine the an-
swer here and show your work. Also explain why slowing the fastball
can or cannot improve the pitcher's expected payoff in the game.

Lucy offers to play the following game with Charlie: "Let us show pennies to
each other, each choosing either heads or tails. If we both show heads, I pay you
$3. If we both show tails, I pay you $1. If the two don't match, you pay me 92."
Charlie reasons as follows. "The probability of both heads is 1/4, in which case I
get $3. The probability of both tails is 1/4, in which case I get $1. The probability
of no match is I I 2, and in that case I pay $2. So it is a tair game. " Is he right? If
not, (a) why not, and (b) what is Lucy's expected profit from the game?

Consider the following zero-sum game:

The entries are the Row player's payoffs, and the numbers A, B, and C are
all positive. \A4rat other relations between these numbers (for example,
A < B < Q must be valid for each of the following cases to arise?
(a) At least one of the players has a dominant strategy.
(b) Neither player has a dominant strategy, but there is a Nash equilibrium

in pure strategies.
(c) There is no Nash equilibrium in pure strategies, but there is one in

mixed strategies.
(d) Given that case c holds, 'r,rrite a formula for Row's probability of choos-

ing Up. Call this probability p, andwrite it as a function of A, B, and C.

8.

COLUMN

Left Right

ROW
Up 0 A

Down B L
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9' Suppose that the soccer penalty kick game of section 5 in this chapter is ex-
panded to include a total of six distinct strategies for the kicker: to shoot
high and to the left (HL), low and ro the left (LL), high and in rhe center
(HC), low and in the center (LC), high right (HR), and low right (LR). The
goalkeeper continues to have three strategies: to move to the kicker's left (L)
or right (R) or to stay in the center (c). The kicker's success percentages are
shor,r'n in the foilowing table.

GOALIE

L C R

KICKER

HL 0.50 0.85 0.Bs

LL 0.40 0.95 0.95

HC 0.85 0 0.85

LC 0.70 0 0.70

HR 0.8s 0.85 0.50

LR 0.95 0.95 0.40

These payoffs incorporate the following information. Shooting high runs
some risk of missing the goal even if the goalie goes the wrong way (hence
0'85 < 0.95) . If the goalie guesses correctly, she has a better chance of collect-
ing or deflecting a low shot rhan a high one (hence 0.40 < 0.50). And, if the
shot is to the center while the goalie goes to one side, she has a better chance
of using her feet to deflect a low shot than a high one (hence 0.70 < 0.g5).

veriff that, in the mixed-strategy equilibrium of this game, the goal-
keeper uses L and R 42.27o of the time each, and c 15.6To of the time, while
the kicker uses LL and LR 37 .BTo of the time each, and HC 24.470 of the time.
Also veriff that the payoff to the kicker in equilibrium is 7t.B (percentage
rate of success). (This conforms well with the observation of three or four
successes out of every five attempts in recent soccer world cup penalty
shootouts.)

Note that, to verifi the claim, all that you have to do is to take the given
numbers and show that they satisry the conditions of equilibrium. That is,
against the opponent's equilibrium mix, all of the strategies used in a player's
or.nm equilibrium mix should give him the same expected payoff, which in turn
should be higher than what he would get from any of his unused strategies.

10. Recall the duel game between Renard and chagrin in chapter 6, Exercise 9.
Remember that the duelists start 10 steps apart and walk toward each other
at the same pace, I step at a time, and either may fire his gun after each

http://freepdf-books.com



APPENDIX: PROBABILITY AND EXPECTED UTILITY 221

step. When one duelist shoots, the probability of scoring a hit depends on
the distance; after k steps, it is k/5. Each gets a payoff of - I if he himself is
killed and 1 if the other duelist is killed. If neither or both are killed, each
gets zero. Now, however, suppose that the duelists have guns with silencers.
If one duelist fires and misses, the other does not know that this has hap-
pened and cannot follow the strategy of then holding his fire until the flnal
step to get a sure shot. Each must formulate a strategy at the outset that is
not conditional on the other's intermediate actions. Thus we have a simul-
taneous-move game, with strategies of the form "Shoot after n steps if still
alive." Each player has five such strategies corresponding to the five steps
that can be taken toward each other in the duel.
(a) Show that the five-by-five payoff table for this game is as follows:

CHAGRIN

1 3 4 5

RENARD

1 0 -0.12 -0.28 -0.44 -0.6

'5 0.12 0 0.04 -0.08 -0.2

3 0.28 -0.04 0 0.28 0.2

4 0.44 0.08 -0.28 0 0.6

0.6 0.2 -0.2 -0.6 0

Verify that there is a mixed-strategy Nash equilibrium with the follow-
ing strategy for each player: strategies I and 4 are unused, whereas
strategies 2,3, and 5 are used in the proport ions 5/11, 5/ l l ,  and 1/11,
respectively. (That is, check that these numbers satisfy the conditions
for Nash equilibrium in mixed strategies in a zero-sum game.)
\tVhat is the expected payoff for each player in equilibrium?

Appendix Probability

and Expected tttility

To calculate the expected payoffs and mixed-strategy equilibria of games in this
chapter, we had to do some simple manipulation of probabilities. Some simple
rules govern calculations involving probabilities. Many of you may be familiar
with them, but we give a brief statement and explanation of the basics here by

(b)

(c)
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way of reminder or remediation, as appropriate. we also state how to calculate
expected values of random numerical values.

we also consider the expected utility approach to calculating expected pay-
offs. \I/hen the outcomes of your action in a particular game are not certain, ei-
ther because \rour opponent is mixing strategies or because of some uncertainty
in nature, \/ou may not want to maximize your expected monetary payoff as we
have generalh' assumed in our analysis to this point; rather, you may want to
give some attention to the riskiness of the payoffs. As mentioned in chapter 2,
such situations can be handled by using the expected values (which are
probability-weighted averages) of an appropriate nonlinear rescaling of the
monetary payoffs. we offer here a brief discussion of how this can be done.

You should certainly read this material but, to get real knowledge and mas-
tery of it, the best thing to do is to use it. The chapters to come, especially chap-
ters B, 9, and 13, will give you plenty of opportunity for practice.

The basic intuition about the probability of an event comes from thinking
about the frequency with which this event occurs by chance among a larger
set of possibilities. Usually any one element of this larger set is just as likely to
occur by chance as any other, so finding the probability of the event in which
we are interested is simply a matter of counting the elements corresponding
to that event and dividing by the total number of elements in the whole large
set.1

In any standard deck of 52 playing cards, for instance, there are four suits
(clubs, diamonds, hearts, and spades) and 13 cards in each suit (ace through l0
and the face cards-jack, queen, king). we can ask a variety of questions about
the likelihood that a card of a particular suit or value or suit andvalue might be

r\Atren we say "by chance," we simply mean that a systematic order cannot be detected in the
outcome or that it cannot be determined by using available scientific methods of prediction and
calculation. Actuaily, the motions of coins and dice are fully determined by laws of physics, and
highiy skilled people can manipulate decks of cards but, for all practical purposes, coln tosses, rolls
of dice, or card shuffles are devices of chance that can be used to generate random outcomes. How-
ever, randomness can be harder to achieve than you think. For example, a perfect shuffle, where a
deck of cards is divided exactly in half and then interleaved by dropping cards one at a time alter-
nately from each, may seem a good way to destroy the initial order of the deck. -But Cornell mathe-
matician Persi Diaconis has shown that, after eight of the shuffles, the original order is fully restored.
For slightly imperfect shuffles that people carry out in reality, he finds that some order persists
through six, but randomness suddenly appears on the seventhl See "How to Win at poker, and Other
Science Lessons, " The Economist, October 12, I 996. For an interesting discussion of such topics, see
Deborah J. Bennett, Randomness {cambridge: Harvard University press, l99B), chaps. 6-9.
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we to draw a black card? How likely are we to draw a 10? How likely are we to
draw the queen of spades? and so on. We would need to know something about
the calculation and manipulation of probabilities to answer such questions. If
we had two decks of cards, one with blue backs and one with green backs, we
could ask even more complex questions ("How likely are we to draw one card
from each deck and have them both be the jack of diamonds?"), but we would
still use the algebra of probabilities to answer them.

In general, a probability measures the likelihood of a particular event or
set of events occurring. The likelihood that you draw a spade from a deck of
cards is just the probability of the event "drawing a spade." Here the large set
has 52 elements-the total number of equally likely possibilities-and the
event "drawing a spade" corresponds to a subset of 13 particular elements.
Thus you have 13 chances out of the 52 to get a spade, which makes the proba-
bi l i ty of  gett ing a spade in a single draw equal to 13152: l l4:25%. To see
this another way, consider the fact that there are four suits of 13 cards each; so
your chance of drawing a card from any particular suit is one out of four, or
25%. lf you made a large number of such draws (each time from a complete
deck), then out of 52 times you will not always draw exactly 13 spades; by
chance you may draw a few more or a few less. But the chance averages out
over different such occasions-over different sets of 52 draws. Then the prob-
ability of 25% is the average of the frequencies of spades drawn in a large
number of observat ions.2

The algebra of probabilities simply develops such ideas in general terms
and obtains formulas that you can then apply mechanically instead of having to
do the thinking from scratch every time. We will organize our discussion of
these probability formulas around the types of questions that one might ask
when drawing cards from a standard deck (or two: blue backed and green
backed).3 This method will allow us to provide both specific and general formu-
las for you to use later. You can use the card-drawing analogy to help you reason
out other questions about probabilities that you encounter in other contexts.
One other point to note: In ordinary language, it is customary to \,Mrite probabili-
ties as percentages, but the algebra requires that they be written as fractions or
decimals; thus instead of 25% the mathematics works with 13/52 or 0.25. We
will use one or the other, depending on the occasion; be aware that they mean
the same thing.

'Bennett, Randomness, chaps. 4 and 5, offers several examples of such calculations ofprobabilities.
3If you want a more detailed exposition of the foilowing addition and multiplication rules, as well

as more exercises to practice these rules, we recommend David Freeman, Robert Pisani, and Robert
Purves, Statistics,3rd ed. (NewYork: Norton, 1998), chaps. 13 and 14.
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A. The Addition Rule

The first questions that .,r-e ask are: If we were to draw one card from the blue
deck, how likelr- are \\-e to draw a spade? And how likely are we to draw a card
that is not a spade? \\-e already know that the probability of drawing a spade is
25To because n e determined that earlier. But what is the probability of drawing
a card that is not a spade? It is the same likelihood of drawing a club or a dia-
mond or a heart instead of a spade. It should be clear that the probability in
question should be larger than any of the individual probabilities of which it is
formed; in facr, the probability is 13/52 (clubs) + t3152 (diamonds) + t3l\2
(heans) : 0.75. The or in our verbal interpretation of the question is the clue
that the probabilities should be added together, because we want to know the
chances of drawing a card from any of those three suits.

We could more easily have found our answer to the second question by
noting that not getting a spade is what happens the other 75Vo of the time.
Thus the probability of drawing "not a spade" is 75To (100% - 25Vo) or, more
formally, I - 0.25 : 0.75. As is often the case with probability calculations, the
same result can be obtained here by two different routes, entailing different
ways of thinking about the event for which we are trying to find the probabil-
ity. We will see other examples of this later in this Appendix, where it will be-
come clear that the different methods of calculation can sometimes require
vastly different amounts of effort. As you develop experience, you will discover
and remember the easy ways or shortcuts. In the meantime, be comforted that
each of the different routes, when correctlv followed, leads to the same final
answer.

To generalize our preceding calculation, we note that, if you divide the set of
events, X, in which you are interested into some number of subsets, Y, Z, . . . ,
none of which overlap (in mathematical terminology, such subsets are said to
be disjoint), then the probabilities of each subset occurring must sum to the
probability of the full set of events; if that full set of events includes all possible
outcomes, then its probability is l. In other words, if the occurrence of Xre-
quires the occurrence of any one of several disjoint Y, Z, . .. , then the probabil-
ity of Xis the sum of the separate probabilities of X 2,. .. IJsingProb()0 to
denote the probability that Xoccurs and remembering the caveats on X (that it
requires any one of Y, 2,. . . ) and on Y, 2,. . . (that they must be disjoint), we
can write the addition rule in mathematical notation as Prob(X) : Prob(Y) +
Prob(Z) + . . '  .

Exnncrsn Use the addition rule to find the probability of drawing
two cards, one from each deck, such that the two cards have identical
faces.
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Our analysis in Section A of this appendix covered only situations in r,r,hich a
set of events could be broken down into disjoint, nonoverlapping subsets.
But suppose we ask, \.4rhat is the likelihood, if we draw one card from the blue
deck, that the card is either a spade or an ace? The or in the question suggests,
as before, that we should be adding probabilities, but in this case the two cat-
egories "spade" and "ace" are not mutually exclusive, because one card, the
ace of spades, is in both subsets. Thus "spade" and "ace" are not disjoint sub-
sets of the full deck. So, if we were to sum only the probabilities of drawing a
spade (I3152) and of drawing an ace (4152), we would get 17 152. This would
suggest that we had 17 different ways of finding either an ace or a spade when
in fact we have only l6-there are 13 spades (including the ace) and three ad-
ditional aces from the other suits. The incorrect answer, 17 152, comes from
counting the ace of spades twice. To get the correct probability in the nondis-
joint case, then, we must subtract the probability associated with the overlap
of the two subsets. The probability of drawing an ace or a spade is the proba-
bility of drawing an ace plus the probability of drawing a spade minus the
probability of drawing the overlap, the ace of spades; that is, 13152 + 4152 -

r l52:  16152:0.3r.
To make this more general, if you divide the set of events, X, in which you

are interested into some number of subsets Y, 2,. . . , which may overlap, then
the sum of the probabilities of each subset occurring minus the probability of
the overlap yields the probability of the full set of events. More formally, the
modified addition rule states that, if the occurrence of X requires the occur-
rence of any one of the nondisjoint Y and Z, then the probability of Xis the sum
of the separate probabilities of Y and Z minus the probability that both Y and Z
occur: Prob(X) : Prob(Y) + Prob(Z) - Prob(Yand Z).

ExsRcrsn Use the modified addition rule to find the probability of draw-
ing two cards, one from each deck, and getting at least one face card.

(. The Multiplication Rule

Now we ask, VVhat is the likelihood that when we draw two cards, one from each
deck, both of them will be spades? This event occurs if we draw a spade from the
blue deck andaspade from the green deck. The switch from orto andin our in-
terpretation of what we are looking for indicates a switch in mathematical oper-
ations from addition to multiplication. Thus the probability of two spades, one
from each deck, is the product of the probabilities of drawing a spade from each
deck, or (13152) x (13152) : i/16 - 0.0625, or 6.25To. Not surprisingly, we are
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much less likely to get nvo spades than we were in Section A to get one spade.
(Always check to make sure that your calculations accord in this way with your

intuition regarding the outcome.)
In much the same way as the addition rule requires events to be disjoint,

the multiplication rules requires them to be independent; if we break down a

set of events, X into some number of subsets Y, 2,. . . , those subsets are inde-

pendent if the occurrence of one does not affect the probability of the other.

Our events-a spade from the blue deck and a spade from the green deck-

satisfu this condition of independence; that is, drawing a spade from the blue

deck does nothing to alter the probability of getting a spade from the green

deck. If we were drawing both cards from the same deck, however, then after

we had drawn a spade (with a probability of 13152), the probability of drawing

another spade would no longer be 13152 (in fact, it would be 12l5l); drawing

one spade and then a second spade from the same deck are not independent

events.
The formal statement of the multiplication rule tells us that, if the occur-

rence of Xrequires the simultaneous occurrence of allthe several independent

Y, Z, . .. , then the probability of Xis the product of the separate probabilities of
Y, Z, .  . .  :  Prob(X) :  Prob(Y) x Prob (Z) x . . .  .

Exrncrsn Use the multiplication rule to find the probability of drawing

two cards, one from each deck, and getting a red card from the blue deck

and a face card from the green deck.

D. The Modified Multiplication Rule

!\4rat if we are asking about the probability of an event that depends on tvvo

nonindependent occurrences? For instance, suppose that we ask, \Alhat is the
likelihood that with one draw we get a card that is both a spade and an ace? If
we think about this for a moment, we realize that the probability of this event is
just the probability of drawing a spade and the probability that our card is an
ace giuen that it is a spade. The probability of drawing a spade is 13/52 : Il4,

and the probability of drawing an ace, given that we have a spade, is 1/ 13. The

and in our question tells us to take the product of these two probabilities:
(13/52)(1/13) :  U52.

We could have gotten the same answer by realizing that our question was

the same as asking, What is the likelihood of drawing the ace of spades? The cal-

culation of that probability is straightforward; only I of the 52 cards is the ace of

spades, so the probability of drawing it must be I152. As you see, how you word

the question affects howyou go about looking for an answer.
In the technical language of probabilities, the probability of a particular

event occurring (such as getting an ace), given that another event has already
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occurred (such as getting a spade) is called the conditional probability of draw-
ing an ace, for example, conditioned on having drawn a spade. Then, the formal
statement of the modified multiplication rule is that, if the occurrence of Xre-
quires the occurrence of both Yand Z, then the probability of Xequals the prod-
uct of two things: (1) the probability that Yalone occurs, and (2) the probability
that Z occurs given that Yhas already occurred, or the conditional probability of
Z, conditioned on Ihaving already occurred: Prob()0 : Prob(Ialone) x Prob
(ZgivenY).

A third way would be to say that the probability of drawing an ace is 4152,
and the conditional probability of the suit being a spade, given that the card is
an ace, is Il4; so the overall probability of getting an ace of spades is (4152) x Il4.
More generally, using the terminology just introduced, we have Prob(X) :

P r ob (Z) P r ob (Y giv en Z) .

Exnncrsn Use the modified multiplication rule to find the probability that,
when you draw two cards from a deck, the second card is the jack of hearts.

E. The Combination Rule

We could also ask questions of an even more complex nature than we have tried
so far, in which it becomes necessary to use both the addition (or modified ad-
dition) and the multiplication (or modifled multiplication) rules simultane-
ously. We could ask, Vly'hat is the likelihood, if we draw one card from each deck,
that we draw at least one spade? As usual, we could approach the calculation of
the necessary probability from several angles, but suppose that we come at it
first by considering all of the different ways in which we could draw at least one
spade when drawing one card from each deck. There are three possibilities: ei-
ther we could get one spade from the blue deck and none from the green deck
("spade And none") or we could get no spade from the blue deck and a spade
from the green deck ("none andspade") orwe could get a spade from each deck
("spade and spade"); our event requires that one of these three possibilities oc-
curs, each of which entails the occurrence of both of two independent events. It
should be obvious now, by using the o/s and and's as guides, how to calculate
the necessary probability. We find the probability of each of the three possible
ways of getting at least one spade (which entails three products of two probabil-
ities each) and sum these probabilities together: (ll4 x 314) + (314 x ll4) +
(r I 4 x Il 4) : 7 | rG : 43.75%.

The second approach entails recognizing that "at least one spade" and "not
any spades" are disjoint events; together they constitute a sure thing. Therefore
the probability of "at least one spade" is just I minus the probability of "not any
spades." And the event "not any spades" occurs only if the blue card is not a spade
314 and the green card is not a spade 3/4; so its probability is 3/4 x 314 : 9116.
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The probability of "at least one spade" is then I - 9/16 : 7116, as we found in

the preceding paragraph.
Finally, we can formally state the combination rule for probabilities: if the

occulrence of X requires the occurrence of exactly one of a number of disioint

Y,2,. . .  ,  the occurrence of Yrequires that of  al lof  a number of independent

Y1, Y2,.. . the occurrence of Zrequires that of all of a number of independent

21,22,. . . , and so on, then the probability of Xis the sum of the probabilities of

Y,Z,. . . ,n 'h icharetheproductsoftheprobabi l i t iesY1,Yz, ' . . ,Zr,22,. . . iot

Prob()O :  Prob(Y) + Prob(Z) + . ' .

:  Prob(Yr) x Prob(%) x " '  + Prob(Zt) xPtob(Zt) x " '  + " '

ExEncIsn Suppose we now have a third (orange) deck of cards. Find the

probability of drawing at least one spade when you draw one card from each

of the three decks.

F. ExpectedValues

If a numerical magnitude (such as money winnings or rainfall) is subject to

chance and can take on any one of n possible values Xr, Xt, ' . . , X,with respec-

tive probabilities p,, pz, . . . , p,,, then the expected ualue is defined as the

weighted average of all its possible values using the probabilities as weights;

that is, as ptXt + prXr+ ... + pnXn.Forexample, suppose you bet on the toss of

two fair coins. You win $5 if both coins come up heads, $1 if one shows heads

and the other tails, and nothing if both come up tails. Using the rules for manip-

ulating probabilities discussed earlier in this section, you can see that the prob-

abilities of these events are, respectively, 0.25, 0.50, and 0.25' Therefore your

expectedwinningsare (0.25 x $5) + (0.50 x Sl)+ (0.25 x $0) :  $1.75.

In game theory, the numerical magnitudes that we need to average in this

way are payoffs, measured in numerical ratings, or money, or, as we will see

later in this appendix, utilities. We will refer to the expected values in each con-

text appropriately, for example , as expected payoffs or expected utilities.

In Chapter 2, we pointed out a difficulty about using probabilities to calculate

the average or expected payoff for players in a game. Consider a game where

players gain or lose money, and suppose we measure payoffs simply in money

amounts. If a player lnas a 75To chance of getting nothing and a 25Vo chance of

getting $100, then the expected payoff is calculated as a probability-weighted

auerage; the expected payoff is the average of the different payoffs with the
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probabilities of each as weights. In this case, we have $0 with a probability of
i57o, which yields 0.75 x 0 : 0 on average, added to $100 with a probability of
25%, which yields 0.25 x 100 : 25 on average. That is the same payoff as the
player would get from a simple nonrandom outcome that guaranteed him S25
every time he played. People who are indifferent between two alternatives r,r.ith
the same average monetary value but different amounts of risk are said to be
risk-neutral. In our example, one prospect is riskless ($25 for sure), while the
other is risky, yielding either $0 with a probability of 0.75 or $100 with a proba-
bility of 0.25, for the same average of $25. In contrast are risk-averse people-
those who, given a pair of alternatives each with the same average monetary
value, would prefer the less risky option. In our example, they would rather get
$25 for sure than face the risky $100-or-nothing prospect and, given the choice,
would pick the safe prospect. Such risk-averse behavior is quite common; we
should therefore have a theory of decision making under uncertainty that takes
it into account.

We also said in Chapter 2 that a very simple modiflcation of our payoff cal-
culation can get us around this difficulty.We said that we could measure pay-
offs not in money sums but by using a nonlinear rescaling of the dollar
amounts. Here we show explicitly how that rescaling can be done and why it
solves our problem for us.

Suppose that, when a person gets D dollars, we define the payoff to be
something other than just D, perhaps f,6. then the payoff number associated
with $0 is 0, and that for $100 is 10. This transformation does not change the
way in which the person rates the two payoffs of $0 and $100; it simply rescales
the payoff numbers in a particular way.

Now consider the risky prospect of getting $100 with probability 0.25 and
nothing otherwise. After our rescaling, the expected payoff (which is the average
of the two payoffs with the probabilities as weights) is (0.75 x 0) + (0.25 x 10) :

2.5. This expected payoff is equivalent to the person's getting the dollar amount
whose square root is 2.5; because 2.5 : f 6.25, a person getting $6.25 for sure
would also receive a payoff of 2.5.In other words, the person with our square-
root payoff scale would be just as happy getting $6.25 for sure as he would get-
ting a 25'/o chance at $100. This indifference between a guaranteed $6.25 and a
I in 4 chance of $100 indicates quite a strong aversion to risk; this person is
willing to give up the difference between $25 and $6.25 to avoid facing the risk.
Figure 7A.1 shows this nonlinear scale (the square root), the expected payoff,
and the person's indifference between the sure prospect and the gamble.

\A/hat if the nonlinear scale that we use to rescale dollar payoffs is the cube
root instead of the square root? Then the payoff from $100 is 4.64, and the ex-
pected payoff from the gamble is (0.75 x 0) + (0.25 x 4.64) : 1.16, which is the
cube root of 1.56. Therefore a person with this payoff scale would accept only
$1.56 for sure instead of a gamble that has a money value of $25 on average;
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Payoff
scale
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6.25 25

FIGURE 7A.1 Concave Scale: Risk Aversion

such a person is extremely risk-averse indeed. (Compare a graph of the cube

root of .x with a graph of the square root of .x to see why this should be so.)

And what if the rescaling of payoffs from x dollars is done by using the func-

tion x2? Then the expected payoff from the gamble is (0.75 x 0) + (0.25 x

10,000) : 2,500, which is the square of 50. Therefore a person with this payoff

scale would be indifferent between getting $50 for sure and the gamble with an

expected money value of only $25. This person must be a risk lover because he

is not willing to give up any money to get a reduction in risk; on the contrary, he

must be given an extra $25 in compensation for the loss of risk. Figure 7A.2

shows the nonlinear scale associated with a function such as -r2.
So, by using different nonlinear scales instead of pure money payoffs, we

can capture different degrees of risk-averse or risk-loving behavior. A concave

scale like that of Figure 7A.1 corresponds to risk aversion, and a convex scale

Iike that of Figure 7A.2 to risk-loving behavior. You can experiment with differ-

ent simple nonlinear scales-for example, logarithms, exponentials, and other

roots and powers-to see what they imply about attitudes toward risk.a

This method of evaluating risky prospects has a long tradition in decision

theory; it is called the expected utility approach. The nonlinear scale that gives

payoffs as functions of money values is called the utility function; the square

root, cube root, and square functions referred to earlier are simple examples.

Then the mathematical expectation, or probability-weighted average, of the

ldditional information on the use of expected utility and risk attitudes of players can be found

in many intermediate microeconomic texts; for example, Hal Varian, Intermediate Microeconomics,

sth ed. (New York: Norton, f999), pp. 2lB-227; Walter Nicholson, Microeconomic Theory,7th ed.
(NewYork: Dryden Press, 1998), pp. 2L1-226.
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Payoff
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FIGURE 7A.2 Convex Scale: Risk Loving

utility values of the different money sums in a random prospect is called the ex-
pected utility of that prospect. And different random prospects are compared
with one another in terms of thefu expected utilities; prospects with higher ex-
pected utility are judged to be better than those with lower expected utility.

Almost all of game theory is based on the expected utility approach, and it is
indeed very useful, although is not without flaws. We will adopt it in this book,
leaving more detailed discussions to advanced treatises.5 However, we will indi-
cate the difficulties that it leaves unresolved by means of a simple example in
Chapter B.

itlif$,xiiftif$.ilf SUMMARY df$j"gtiiiii*r!

The probability of an event is the likelihood of its occurrence by chance from
among a larger set of possibilities. Probabilities can be combined by using some
rules. The addition rule says that the probability of any one of a number of dis-
joint events occurring is the sum of the probabilities of these events; the modi-

fied addition rule generalizes the addition rule to overlapping events. According
to the multiplication rule, the probability that all of a number of independent
euentswill occur is the product of the probabilities of these events; thle modified

5See R. Duncan Luce and Howard Raiffa, Games and Decisions (New York: Wiley, 1957), chap.2
and app. 1, for an exposition; and Mark Machina, "Choice Under Uncertainty: Problems Solved and
Unsolved," /ournal of Economic Perspectiues, vol. 1, no. I (Summer f 9B7), pp. l2I-154, for a critique
and alternatives. Although decision theory based on these alternatives has made considerable
progress, it has not yet influenced game theory to any signiflcant extent.
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multiplication rule genera-lizes the multiplication rule to allow for lack of inde-
pendence, by using conditional probabilities.

Iudging consequences by taking expected monetary payoffs assumes rlsk-
neutralbehavior. Risk auersion can be allowed, by using the expected-utitity ap-
proach, which requires the use of a utility function, which is a concave rescaling
of monetary pavoffs, and taking its probability-weighted average as the measure
of expected payoff.

.;j::,,|;.,,,,,..'.+ifi;i,i$.fl,d$-f$ffiffiffr'$#ffi KEY TERMS W$.$,Fffi

addition rule (224) modified multiplicationrule (222)
combinationrule (228) multiplication rule (226)
conditional probability (227) probability (zza)
disjoint (224) risk-averse (229)
expected utility (228) risk-neutral (Z2g)
independent events (226) utility function (230)
modified addition rule (225)
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Simultaneous - Move Games
with Mixed Strategies II:

Non-Zero-Sum Games and
III: General Discussion

I 
N CHarre n 7, wn coNSTDERED zero-sum games in which players chose to

I 
use mixed strategies in equilibrium. The direct conflict inherent in such

I Bames makes randomized play attractive to players. And our analysis of
I zero-sum games in that chapter showed how mixed strategies could help
players in such games by keeping the other players guessing.

We also pointed out in Section 3 of Chapter 7 that mixing can arise in non-
zero-sum games as well. In those games, players do not have clearly conflicting
interests and have no general reason to want to conceal their interests from oth-
ers. As a result, there is no general argument in a non-zero-sum game for keep-
ing the other player guessing. Simultaneous play can still lead players to have
uncertain beliefs about the actions of a rival player and therefore to be uncertain
about their own best actions. Mixed-strategy equilibria can arise in such games
when players attain subjectively uncertain but correct beliefs about actions. We
carefully examine this type of mixed-strategy equilibrium in this chapter.

This chapter also deals with several further topics related to mixed-strategy
equilibria. In particular, we consider some important counterintuitive results
that arise in games with such equilibria. We also provide a section on the gen-
eral theory of mixed strategies for games in which all players have several pure
strategies. These additional topics should help you to develop a better intuitive
understanding of mixed-strategy equilibria and to hone your skills of analysis of
games in which such equilibria arise.

233
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MIXING SUST

Mixing can arise in simultaneous non-zero-sum games when, at the time each

player chooses his strategy, he is unsure about what the other is choosing, and

this uncertainn-in turn makes him unsure about his own choice. For example,

in the meeting games of chapter 4, section 7,Harry may be unsure about which

caf6 Sally n-ill choose. This uncertainty may keep him dithering between his

ou,tr choices. Then Sally, in turn, will be unsure about where Harrywill be. Then

the game may have an equilibrium in mixed strategies in which this mutual un-

certainfy is at just the right levels; that is, when each player has correct beliefs

about the other's uncertain action.

A. Will Harry Meet Sally?

We illustrate this tlpe of equilibrium by using the assurance version of the

meeting game. For your convenience, we reproduce its table (Figure 4.I2) as

Figure 8.1 below. We consider the game from Sally's perspective first. If she is

confident that Harry will go to Starbucks, she also should go to Starbucks. If she

is confident that Harry will go to Local Latte, so should she. But, if she is unsure

about Harry's choice, what is her oum best choice?

To answer this question, we must give a more precise meaning to the uncer-

tainty in Sally's mind. (The technical term for this uncertainty, in the theory of

probability and statistics, is her subiective uncertainty.) We gain precision by

stipulating the probability with which Sally thinks Harry will choose one caf6 or

the other. The probability of his choosing Local Latte can be any real number

between 0 and I (that is, between 0% and 100%). We can cover all possible cases

by using algebra, letting the sl.rnbol p denote the probability (in sally's mind)

that Harry chooses Starbucks; the variable p can take on any real value between

0 and 1. Then (l - p) is the probability (again in sally's mind) that Harry

chooses Local Latte. In other words, we describe Sally's subjective uncertainty

as follows: she thinks that Harry is using a mixed strategy, mixing the two pure

SALLY

HARRY
5tarbucks 1,1 0,0

Local Latte 0,0 2,2

FIGURE 8.1 Assurance
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SALLY

HARRY

Sta rbucks 0

Local Latte 0 2

p-mix p 2(1-n)

FIGURE 8.2 Sally's Response to Harry's p-Mix

strategies Starbucks and Local Latte in proportions or probabilities p and
(I - p) respectively. We call this mixed strategy Harry's p-mix, even though for
the moment it is purely an idea in Sally's mind.

Given that Sally is thinking about Harry's choice in this way, what is her oum
best action? To flnd the answer, we must evaluate Sally's payoffs from the two
choices available to her, when played against Harry's p-mtx.Here we consider
a modified version of the game matrix of Figure 8.1, this time showing only Sally's
payoffs and adding a row for Harry's p-mix. This new matrix is shornm in Figure 8.2.

Given Sally's thinking about how Harry will choose, she now thinks: "If I
choose Starbucks, then with probability p, Harry will be there and I will get a
payoff of 1; with probability (l - p) Harry will be at Local Latte and I will get a
payoffof 0." The expectedvalue of thisprospectis p x 1 + (1 - p) x 0: p,and
this is the entry that we put into the cell corresponding to Harry's p-mix and
Sally's choice of Starbucks in Figure 8.2. Similarly, her expected payoff from
choosingLocalLatteagainstHarry 'sp-mixispx 0 + (1 -  p)  x2:2(I  -  p) .
This value is shown in the appropriate cell in Figure 8.2.

Now we can find Sally's best response as in Chapter 7. The left-hand panel
of Figure 8.3 shows Sally's expected payoffs from her two pure actions against
Harry's p-mtx.The rising line for Starbucks, p, meets the falling line for Local
Latte, 2(l - p), at p : 213. To the left of the point of intersection, Sally gets
higher expected payoff from Local Latte; to the right, from Starbucks. VVhen
p : 213, Sally's expected payoffs are the same from her two pure actions and
therefore also the same from any q-mix of the two, where 4 is her probability of
choosing Starbucks.

The right-hand panel of Figure 8.3 translates the information on Sally's ex-
pected payoffs for different values of p into a best-response culve, shown in red.
VVhen p < 213, Sally's best response is pure Local Latte (q : O). \Mhen p > 213, it
ispureStarbucks (q: l ) . \ iVhen p:2l3,al lvalues of qareequal lygoodforSal ly;
so her best response is any combination of Local Latte and Starbucks. This part
of her best-response curye is shown by the vertical straight line from 4 : 0 to

4: Iatp-213.
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Sally 's
payofls 2

Sally's I
q-mix

02/3 1
Harry's p mix

FIGURE 8.3 Sally's Best Responses

The intuition for the shape of Sally's best-response curve is simple. The

val:ue p represents Sally's estimate of the probability that Harry goes to Star-

bucks. If p is high, Harry is relatively more likely to be at Starbucks and so Sally

should go to there, too. If p is low, she should go to Local Latte. The balancing,

or breakeven, level of p is 213, not l/2, because Sally's payoff from meeting at

Local Latte is higher than that from meeting at Starbucks. To offset the imbal-

ance in payoffs, a larger-than-even probability of Harry going to Starbucks is

needed to tip Sally's decision that way.
The existence of a vertical segment in Sally's best-response curve has an im-

portant implication.If p : 213, allpure and mixed strategies are equally good for

Sally, so she may dither between the two actions or choose randomly between

them. The subjectiue uncertainry in Sally's mind about what Harry is doing can

lead to a genuine or objectiue uncertainty in her oum action. The same can hap-

pen to Harry, and that is how their subjective uncertainties can combine to sus-

tain a mixed-strategy equilibrium. A Nash equifibrium in mixed strategies in this

game will be a situation where each player has just the right amount of uncer-

tainty about the other's action to sustain his own randomization.

We find the mixed-strategy equilibrium by calculating Harry's best re-

sponse and then superimposing the two curves, as we did in Section 2.A of

Chapter 7. Because the payoffs of the two players are symmetric, Harry's best-

response curve will look just like Sally's with the two axes interchanged. Figure

8.4 shows both of the best-response curves at the same time. Sally's is the thick

red curve as before; Harry's is the thick black curve.
The two best-response curves meet at three points. One is at the top right

where p : I and 4 : L This point corresponds to each player choosing Star-

bucks for sure, in the correct subjective belief that the other is doing likewise.

Local Latte
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Sal ly 's l
q-mix

2/3

2/3
Harry's p-mix

FIGURE 8.4 Mixed-Strategy Equilibrium in the Assurance Game

This is a self-sustaining state of affairs. The second meeting point is at the bot-
tom left, where p -- 0 and q : 0. Here each is not putting any probability on
going to starbucks-that is, is going to Local Latte for sure-in the correct sub-
jective belief that the other is doing likewise. This also is a self-sustaining situa-
tion. These are just the two pure-strategy Nash equilibria for this game that we
found in Chapter 4.

But there is a third meeting point in Figure 8.4, where p : 213 and q : 213.
This intersection point identifies a third Nash equilibrium for this game, which
our analysis in chapter 4 could not discover. In this equilibrium, both players
use mixed strategies. Each is unsure about the other's choice of action, and
there is an equilibrium balance of their subjective uncertainties. Because Sally
thinks that Harry is mixing between the two caf6s with 213 probability of going
to Starbucks, she cannot do any better than to mix with q : 21 3 herself. And the
same is true for Harry. Thus the belief of each is borne out in equilibrium.

Remember that our definition of Nash equilibrium does not require a
player's equilibrium strategy to be strictly better for her than her other available
strategies, it merely requires that no other strategy is better than the equilib-
rium strategy. Here, given Sally's belief about Harry's mixed strateEry, all of her
strategies, pure and mixed, are equally good (or bad) for her. She has no definite
reason to choose the precise proportions 2:l in favor of starbucks. However,
her doing so is sustainable as an equilibrium; any other choice would not be an
equilibrium. This may seem a lame argument to offer in support of the equilib-
rium, but, if you have ever dithered about a choice merely because you were un-
sure what choice others would be making, then you should understand how
such an equilibrium can arise in practice.

The equilibrium has one major drawback. If the pair are independently
making random choices with p : 213 and q : 213, then they will meet only
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when both happen to harre chosen the same caf6. so the probability that they
meet in Starbucks is onlv pQ = 419, and the probability that they meet in Local
Latte is (1 - p)(t - (il :1/9. They do not meet at all if rhey make different
choices; the probabilin' of this unfortunate turn of events is I - 4lg - I lg : 4lg.
Therefore the expected payoff of each in the mixed-strategy equilibrium is
(419 x 1) + (1 t9 x 2) + (4lg x 0) :  619 :  213.Bothpure-strategyNash equi l ib-
ria would give each player better payoffs; even the worse of those two equilibria
(p : I, q : I ) u'ould give each of them the payoff of I .

The reason for the poor expected payoff in the mixed-strategy equilibrium
is obvious. \\4ren they choose randomly and independently, there is some posi-
tive and often significant probability (here 4/9) that they make mutually incon_
sistent choices and get a low payoff. Here it is best for them to coordinate on
Starbucks with certainty.

Similar considerations arise in the pure-coordination version of the game,
where the payoffs are the same from meeting in the two caf6s. Again, the pair
might randomize between the two caf6s in equilibrium, but they would still do
better by coordinating their randomization. Suppose that Harry and Sally are
now in an ongoing relationship and meet at 4:30 every day for coffee. They like
variety; so theywould like to mix between the two caf6s. But they do not like the
predictability of choosing in advance, or of mechanical rotation. (,,If this is
Tuesday, it must be Local Latte.") And they cannot communicate with each
other just before 4:30; this is before the age of instant messaging. (only a couple
of years ago, would you believe?) \.A/hat might they do? one solution would be to
agree in advance to decide on the basis of some random signal that is available
to both. For example, as they come out of their respective classes at 4:30, if it is
raining they both go to Starbucks and, if it is not raining, to Local Latte. Then
they can choose randomly and yet be sure to meet.1

Given this analysis of the mixed-strategy equilibrium in the assurance ver_
sion of the meeting game, you can now probably guess the mixed-strategy equi-
libria for related non-zero-sum games. In the pure-coordination version
described in the preceding paragraph, the payoffs from meeting in the two caf6s
are the same; so the mixed-strategy equilibrium will have p: ll2 and q : l12.
In the battle-of-the-sexes variant, sally prefers to meet at Local Latte because
her payoff is 2 rather than the I that she gets from meeting at Starbucks. Her de-
cision hinges on whether her subjective probability of Harry going to starbucks
is greater than or less than 2/3. (sally's payoffs here are similar to those in the
assurance version; so the critical p is the same.) Harry prefers to meet at star_

1To analyze this scenario rigorously, we should introduce elements such as the ongoing relation-
ship, and the desire for variety, explicitly into the structure of the game and its payoits. We hope that
you will accept the simple story for its value in illustrating the use of a randomizing device that is
publicly obsewable by all players.
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bucks; so his decision hinges on whether his subjective probabilin' of Sally
going to Starbucks is greater than or less than 1/3. Therefore the mlred-strategy
Nash equilibrium has p: 213 and q: ll3. To improve your algebraic skills, we
ask you to work this out in detail in Exercise 4 of this chapter.

As already seen, best-response analysis with the mixture probabilities on
the two axes is a comprehensive way of finding all Nash equilibria. Those in
pure strategies, where the probability of one or another strategy is used with
zero probability, occur along the edges of the square box. Those with genuine
mixing are in the interior.

\.A/hat if one wants to find only the genuinely mixed strategy equilibrium in
the preceding games? This can be done more simply than by full best-response
analysis. Consider the assurance game of Figures 8.1 and 8.2 again. The key to
flnding the mixed-strategy equilibrium is that Sally is willing to mix between her
two pure strategies only if her subjective uncertainty about Harry's choice is just
right; that is, if the value of p in Harry's p-mix is just right. Algebraically, this
idea is borne out by solving for the equilibrium value of p by using the equation
p : 2 (I - p), which says that Sally gets the same expected payoff from her two
pure strategies when each is matched against Harry's p-mix. V\hen the equation
holds, in equilibrium, it is as if Harry's mixture probabilities are doing the job of
keeping Sally indifferent. We emphasize the "as if" because Harry has no reason
in this game to keep Sally indifferent; the outcome is merely a property of the
equilibrium. Still, the general idea is worth remembering: in a mixed-strategy
Nash equilibrium, each person's mixture probabilities keep the other player in-
different between his pure strategies. We called this the opponent's indffirence
method in the zero-sum discussion in Chapter 7 , and now we see that it remains
valid even in non-zero-sum games.

B. Diced Chicken?

Finally, consider one more non-zero-sum game. Here we look at players tr]4ng
to avoid a meeting in the chicken game of Chapter 4. We reproduce the game
table of Figure 4.14 as Figure 8.5.

DEAN

Swerve (Chicken) Straight (Tough)

JAMES
Swerve (Chicken) 0,0 -1.1

Straight (Tough) 1. -1 -2,  -2

FIGURE 8.5 Chicken
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Now we introduce mixed strategies. |ames chooses a p-mix with probability
p of Swerve and (1 - 0 of Straight, whereas Dean chooses a 4-mix with proba-
bility q of Swerve and (1 - 4 of Straight. To find Dean's best response, we
rewrite the tabie as Figure 8.6, showing only Dean's payoffs and creating an-
other row to show Iames's p-mix.

Dean's expected payoff from Swerve is 0 X p + (- 1) X (1 - p) : - (l - p) :
p - l. His expected payoff from Straight is I x p + (*2) x (t - p) : p - 2
(l - p) : 3p - 2. Therefore Dean does betterto choose Swerve if p - I > 3p - 2,
or 2p < I, or p < Il2. This makes intuitive sense; if Iames is less likely to Swerve,
then Dean has a high risk of injury by going Straight; so he does better to
Swerve. Conversely, Dean does better to Swerve if p > l12.If p: 112, then Dean
gets equal expected payoff-namely, (ll2) - 1 : 3 x (ll2) - 2 - -Il2-from
both his choices; so he is indifferent between them as well as between them and
any q-mix. We leave it to you to check this best-response rule graphically by
showing the two lines of Dean's payoffs from his two pure choices against
Iames's p-mix.

We show Dean's best response and a similar best response for lames in the
usual diagram (Figure 8.7). In the diagram, we see the two pure-strategy Nash
equilibria of the game as two of the meeting points of the best-response curves.
The first is in the top-left corner, where p : 0 and q : 1; so fames chooses
Straight and Dean chooses swerve. The second is in the bottom-right corner,
where p: L and 4 : 0; so Iames chooses Swerve and Dean chooses Straight. We
also find a third meeting point and a third Nash equilibrium. This one is in
mixed strategies, with p: Il2 and q : ll2. The uncertainty about each driver's
choice at this point is just enough to keep the other indifferent.

From Figure 8.6 we can calculate Dean's expected payoffs from each of
his pure strategies against lames' equilibrium p-mix.V\hen p : ll2, Dean gets
p - I: -ll2fromhis Swerve, and3p - 2: -ll2fromhis Straight. The two are
equal; this is just the "opponent's indifference" property of James's equilibrium
p-mix. Thus Dean gets expected payoff -ll2 inthe mixed-strategy equilibrium.
Similarly, Iames gets -I12. These payoffs are low, as was the case with the
mixed-strategy equilibria in the coordination games considered in Section 1.A,

DEAN

Swerve Straight

JAMES

Swerve 0 I

Straight - ' l -2

p-mix p-1 3p-2

FIGURE 8.6 Best-Response Analvsis in Chicken
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Dean's 1
q-mrx

James s p-mrx

FIGURE 8.7 Best Responses and Nash Equil ibr ia in Chicken

because independent mixing can lead to a mutually bad outcome-here a
crash-with positive probability. Both drivers could do better if they could make
a binding agreement for both to swerve or to alternate between the two pure-
strategy equilibria in repeated play.

To illustrate mixed-strategy equilibria in non-zero-sum games when each
player has three (or more) strategies, we consider an expanded version of the
chicken game. In the expanded version, each player has the choice not only of
whether to go straight or swerve, but of whether to swerve to the right or to the
left. If one player swerves to (his own) right and the other to (his or,,r,n) left, then
the two will crash, just as they will if both choose straight. Therefore the payoff
matrix is as shornm in Figure 8.8.

DEAN

Riqht ,

JAMES

Left 0,0 -1.  1 -2,  -2

Straight l,- l
1a 1.  -1

Right -1.1 0,0

FIGURE 8.8 Three-bv-Three Chicken
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First note that the game has the usual pure-strategy equilibria, where oneplayer goes straight and the other swe.es. In this case, the other player is indif-ferent about which rvav he sweryes, so there are four such equilibria: (Straight,
Left) and (straight, Righ0 where Dean is the chicken, and (Lefi, straight) and(Right, Straight) nhere James is the chicken.

Next we \\'anr to look for a fuily mixed equilibrium, in which each playerplays a1l three of his strategies with positive probability. suppose /ames,s mix_ture probab'ities are pr on Left, p, on straight, and (1 - p, I pz) onRight. Simi-larly, nrite Dean's mixture probabilities as qr, qr, and (I _ qr _ qz).
Using the logic presented in the preceding section, we know that Deanmixes only when his subjective uncertainty about James,s choice is just right.That is, Dean mixes only when James,s p_mix just keeps Dean indifferentamong his choices. To determine the equilibrium revel of ), *"must calculate,and equate, Dean's payoffs from each of his three pure strategies against

James's mixture:

-Pz- 2(I  -  h-  p)  :  h-  2pz+ (1 -  pt-  pz) :  _2pt _ pz,
OI

-2 *  2p,  *  pr :  I  -  3pr:  -2h -  pz.
The first two parts of this expression yield 2pr: 3 _ 4pr, andthe last two partsyeld2pt:  2pz 1. Then 3 -  4pr:  2pz -  l ,  which leads to pr:  416 :  2/3.Usingthisresul t ,wef ind 2pr:Z(ZIS) -  t :  l /3;so pr:  l l6.Then(1 _ pt_ pz):  I IAalso. similarly, for lames to choose a mixed strategy, the equilibrium values of 4,and qtin Dean's q-mtxmust keep lames indifferent among his three pure strate_gies so that -2 + 2qr + 4z: r - 3qr: -2qt - qr.Theseequations yield qr: 2/3,q,: l/6, and (1 - h - qr) : y6 also.

Here, both players put twice as much probability weight on straight as on ei_ther direction of swerve. They also choose Straight more often than in the tradi_tional version of the game anaryzed in section 1 B. vl/hy? In the standard versionof chicken, a player could guarantee at least a ,,safe,, outcome (and a payoff of _ 1)by choosing to Swerve. In this variant of chicken, however, swerving either Left orRight is not a Suarantee of safety; there may still be a collision. This f.act makes anysort of swerye a less attractive action than in the standard game and thereby in_creases each driver's desire to choose Straight in the fullymiied equilibrium.
But this is not the onry mixed-strategy equilibrium for this game. There areadditional ones that are only partiaily irxea. That is, there are other mixed_strategy equilibria in which one or both players use fewer than three strategiesin their mixtures.
one possibility is that the players mix between straight (S) and only one ofthe two directions of Swerve-say, Left (L). To see how such an equilibrium canarise, suppose that Iames uses only L and s in his mixture, with probability p for
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L and (1 - p) for S. As before, Dean mixes in equilibrium only if his payoffs from
his three pure strategies against Iames's mix are all equal. In this case, Dean's
payoffs against James's p-mix are:

0p- l ( l -p)  or  p-I f romL,
lp - 2(l - p) or 3p 2 from S,

and

-2p -  l ( l  -  p)  or  p- I  f romR.

We can see that R is dominated (by L, as well as by S) and will therefore not be
used in Dean's mix. If Dean uses only L and S in his mixture, then he should be
indifferent between them. Therefore it must be true that p - I : 3p * 2, or p :

l/2. Dean's expected payoff in equilibrium is then -I12. And, when Dean is
mixing between L and S, a similar calculation shows that Iames will not use his
R, and his mixture probabilities are 50:50 between his L and his S. This equilib-
rium is really just like the inixed-strategy outcome in the two-by-two chicken
game, which you can calculate on your own.

Yet another possibility is that only one player mixes in equilibrium. There
are equilibria in which one player chooses pure S and the other mixes with arbi-
trary probabilities between L and R. For example, when Iames is playing pure S,
Dean is indifferent between his or,',rr L and R and therefore willing to mix be-
tween them in any probabilities, but he does not want to play his ornm S. And in
turn, when Dean is mixing between L and R with any probabilities, Iames's best
response is obviously pure S. Thus we have a Nash equilibrium. And there is an-
other such equilibrium with the players interchanged.

We see that giving players more pure strategies can lead to a wide array of
possibilities for mixed-strategy equilibria, including nonuniqueness or multiple
mixed-strategy equilibria for one game. In specific examples or applications,
such possibilities have to be investigated individually. We consider some gen-
eral theory of mixed-strategy equilibria for non-zero-sum games in the final
section of this chapter.

Now that we have seen how to find mixed-strategy equilibria in both zero-sum
and non-zero-sum games, it is worthwhile to consider some additional fea-
tures of these equilibria. In particular, we highlight in this section some gen-
eral properties of mixed-strategy equilibria and we introduce you to some
results that seem counterintuitive at first, until you fully analyze the game in
question.
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A. Weak Sense of Equilibrium

The best-response graphs in Figures 7.4 and B.4 show that, when one prayer ischoosing his equilibrium mix, the other,s best response can be any mixture in_cluding the extreme cases of the two pure strategies. Thus the mixed_strategy
equilibria are Nash equilibria onry in a weak sense. \A4ren one player is choosinghis equilibrium mix, the other has no positive reason to deviate from his ownequilibrium mix. But he would not do anyworse if he chose another mix or evenone of his pure strategies. Each player is indifferent between his pure strategiesor indeed any mixture of them so long as the other prayer is playing his correct(equilibrium) mix. This is arso a very general property of mixed-strategy Nashequilibria.

This property seems to undermine the basis for mixed-strategy Nash equilib_ria as the solution concept fbr games. \Mhy shourd a player choose his appropriatemixture when the other player is choosing his ornrni v\4ry not just do the simplerthing by choosing one of his pure strategies? After all, the expected payoff is thesame. The answer is that to do so would not be a Nash equilibrium; it would notbe a stable outcome, because then the other player would not choose to use hismixture' For example, if Harry chooses pure Starbucks in the assurance version ofthe meeting game, then saily can get a higher payoff in equilibrium (l instead of2/3) by switching from her 50 :50 mix to her pure starbucks as well.

B' 0pponent's Indifference and Guarding Against Exproitation
The same property of player indifference between strategy choices in a mixed-strategy equilibrium has additional imprications. \Mhen orrl ptuy.. is mixing, weknow that the other is indifferent among the pure strategies that appear in hismixture and we have already rabered this as the opponent,s indffirence prop_erty' This property implies that each player's equilibrium mixture probabilities
can be found by solving the equations that 

""pr"r. 
the opponent,s indiffer_ence-namely, the equality of the opponent's expected puyorrs from all of hispure strategies when played against this mixture. This then forms the basis forthe general method of finding mixed-strategy equilibria discussed in section 2.In a zero-sum game, there are further implications. In our tennis_point game,for example, when Evert gets a higher payoff, Nawatilova gets a lower payoff.Therefore another way of thinking aboui mixed-strategy equilibria is that, whenNawatilova chooses her right mixture, she does equally well no matter what Evertchooses. Any other choice would be exploited by Evert to her oltm advantage andtherefore to Nawatilova's disadvantage. In other words, each player,s equilibriummixture has the property that it prevents exploitation by the opponent. Thisproperty is special to zero-sum games because in non-zero_sum games what isbetter for the other player is not necessarily worse for oneself. But in the zero-sumcontext this propertygives an important positive purpose to midng.

C
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C. Counterintuitive 0utcomes with Mixed Strategies in Zero-Sum Games

Games with mixed-strategy equilibria may exhibit some features that seem
counterintuitive at first glance. The most interesting of them is the change in
the equilibrium mixes that follow a change in the structure of a game's payoffs.
To illustrate, we return again to Evert and Navratilova and their tennis point.

Suppose that Navratilova works on improving her skills covering down the
line to the point where Evert's success using her DL strategy against Navratilova
covering DL drops to 30% from 50%. This improvement in Navratilova's skill al-
ters the payoff table, including the mixed strategies for each player, from that il-
lustrated in Figure 7.1. we present the new table in Figure 8.9, showing only the
Row player's (Evert's) payoffs.

The only change from the table in Figure 7.1 has occurred in the upper-left-
hand corner of the table where our earlier 50 is now a 30. This change in the
payoff table does not lead to a game with a pure-strategy equilibrium, because
the players still have opposing interests; Navratilova still wants their choices to
coincide, and Evert still wants their choices to differ. we still have a game in
which mixing will occur.

But how will the equilibrium mixes in this new game differ from those cal-
culated in Section I of chapter 7? At first glance, many people would argue that
Nawatilova should cover DL more often now that she has gotten so much better
at doing so. Thus, the assumption is that her equilibrium q-mixshould be more
heavily weighted toward DL and her equilibrium 4 should be higher than the 0.6
calculated before.

But, when we calculate Nawatilova's q-mix by using the condition of Evert's
indifference between her two pure strategies, we get 30q + B0(l - q) : g\q + 20
(l - q), or q - 0.5. The actual equilibrium value for Q,50To, has exactly the oppo-
site relation to the original q of 60To that the intuition of many people predicts.

Aithough the intuition seems reasonable, it misses an important aspect of
the theory of strategy: the interaction between the two players. Evert will also be
reassessing her equilibrium mix after the change in payoffs, and Navratilova
must take the new payoff structure andEvert's behavior into account when de-
termining her new mix. Specifically, because Navratilova is now so much better

NAVRATILOVA

DL CC q-mix

EVERT

DL 30 80 30q+80(1 -q)

90 20 90q+20(1-q)

p-mlx 30p+90(1-p) gop+20(1 -p)

FIGURE 8.9 Counterintuit ive Chanqe in Mixture Probabil i t ies
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at covering DL, Evert uses cc more often in her mix. To counter that,
Navratilova covers CC more often, too.

we can see this more explicitly by calculating Evert's new mixture. Her equi-
librium p must equate 30p + 90(1 - p) andB}p + 20(l - p); thus, her p must be
7112, which is 0.583, or 58.3%. comparing this new equilibrium Tcwiththe origi-
nal70% calculated in Chapter 7 shows that Evert has significantly decreased the
number of times she sends her shot DL in response to Nawatilova,s improved
skills. Evert has taken into account the fact that she is now facing an opponent
with better DL coverage and so she does better to play DL less frequently in her
mixture. By virtue of this behavior, Evert makes it better for Nawatilova also to
decrease the frequency of her DL play. Any other choice of mix by Nawatilova, in
particular a mix heavily favoring DL, would now be exploited by Evert.

So is Nawatilova's skill improvement wasted? No, but we must judge it
properly-not by how often one strategy or the other gets used but by the re-
sulting payoffs. \.vhen Navratilova uses her new equilibrium mix with q: 0.5,
Evett's success percentage from either of her pure strategies is (30 x 0.5) +
(80 X 0.5) : (90 X 0.5) + (20 X 0.5) : 55. This is less than Evert's success per_
centage of 62 in the original example. Thus Nawatilova's average payoff also
rises, from 38 to 45, and she does benefit by improving her DL coverage.

unlike the counterintuitive result that we saw when we considered
Nawatilova's strategic response to the change in payoffs, we see here that her re-
sponse is absolutely intuitive when considered in light of her expected payoff. In
fact, players' expected payoff responses to changed payoffs can never be coun-
terintuitive, although strategic responses, as we have seen, can be.2 The most in-
teresting aspect of this counterintuitive outcome in players' strategic responses
is the message that it sends to tennis players and to strategic game players more
generally. The result here is equivalent to saying that Nawatilova should improve
her do'vrm-the-line coverage so that she does not have to use it so often.

There are other similar examples of possibly counterintuitive results, in-
cluding one that often arises in sports. In sports, there are always some suate-
gies that are relatively safe; they do not fail disastrously even if anticipated by
the opponent but do not do very much better even if unanticipated. other
strategies are risky; they do brilliantly if the other side is not ready for them but
fail miserably if the other side is ready. Thus in football, on third down with a
yard to go, a run up the middle is safe and a long pass is risky. The following ex-
ample incorporates this idea of safe-versus-risky strategies. In addition, al-
though most of our examples use illustrative numbers for payoffs, here we

2For a general theory of the effect that changing the payoff in a particular cell has on the equilib-
rium mixture and the expected payoffs in equilibrium, see Vincent Crawford and Dennis Small-
wood, "Comparative Statics of Mixed-Strategy Equilibria in Noncooperative Games," Theory and
Decision, vol. 16 (May tg8a), pp. 225-232.
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OPPONENT EXPECTS

YOU
PLAY

P c o

R a u

FIGURE 8.10 Table of Success probabil i t ies of Risky and percentage plays

change that practice to emphasize the generality of the problem. Therefore, we
let the payoffs be general algebraic symbols, subject only to some conditions
concerning the basic strategy being considered.

consider any zero-sum game in which you have two pure strategies. Let us
call the relatively safe strategy (the percentage play) p and the more risky strat_
egy R. The opponent has two pure strategies that we also call p and R; his p is his
best response to your p, as is his R to your R. Figure B.r0 shows the table of
probabilities that your play succeeds; these are not your payoffs. The sense of
"safe" and "risky" is captured by requiring a> b > c > d. Therisky play does re_
ally well if the opponent is not prepared for it (your success probability is a) but
really badly if he is (your success probabiliw is rI); the percentage play does
moderately well in either case (you succeed with probab iliw b or c) but a little
worse if the opponent expects it (c < b).

Let your payoff or utility be w if your play succeeds and r if it fails. A
"really big occasion" is when wis much bigger than r. Note that w and, L are
not necessarily money amounts; so they can be utilities that capture any
aversion to risk as explained in the Appendix to chapter 7. Now we can write
down the table of expected payoffs from the various strategy combinations as
in Figure 8.11. Note how this table is constructed. For example, if you play p
and your opponent expects R, then you get utility [4/with probability b and
utility Iwith probability (I - b); your expected payoff is bW+ (t _ b)L This
game is zero-sum; so in each cell your opponent's payoffs are just the nega-
tive of yours.

OPPONENT EXPECTS

YOU
PLAY

P cW+(1-c)L bW+(1-b)L

R aW+(1-a)L dw+(1-d)L

FIGURE 8.1 1 Payoff Table with Risky and percentage plays
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In the mixed-strategv equilibrium, your probability p of choosing p is de-
fined by

tt lct t l+ (r  -  c)Ll  + ( l  -  p)[aW+ (t  _ a)L]:
pLbw+ (r  -  b)Ll  + ( t  -  p)tdw+ (r  -  dLl

Thisequat ionsimpl i f lestop: (a- d) l t@- d + @_ c) l .Because (b_ c) is
small in reiation ro (a - d),we see that pis close to 1. That is exactlywhythe
strategv P is called the percentage play; it is the normal play in these situations,
and the rish'strategy R is played only occasionally to keep the opponenr guess-
ing, or in football commentators'terminology, "to keep the defense honest.,,

The interesting part of this result is that the expression for p is completely
independent of w and r. That is, the theory says that you should mix the per-
centage play and the risky play in exactly the same proportions on a big occa-
sion as you would on a minor occasion. This runs against the intuition of many
people. They think that the risky play should be engaged in less often when the
occasion is more important. Throwing a long pass on third down with a yard to
go may be flne on an ordinary Sunday afternoon in october, but doing so in the
Super Bowl is too risky.

So which is right: theory or intuition? We suspect that readers will be divided
on this issue. some will think that the sports commentators are wrong and will
be glad to have found a theoretical argument to refute their claims. Others will
side with the commentators and argue that bigger occasions call for safer play.
still others may think that bigger risks should be taken when the prizes are big_
ger, but even they will find no support in the theory, which says that the size of
the prize or the loss should make no difference to the mixture probabilities.

on many previous occasions where discrepancies between theory and in-
tuition arose, we argued that the discrepancies were only apparent, that they
were the result of failing to make the theory sufficiently general or rich enough
to capture all the features of the situation that created the intuition, and that
improving the theory removed the discrepancy. This one is difrerent; the
problem is fundamental to the calculation of payoffs from mixed strategies as
probability-weighted averages or expected payoffs. And almost all of existing
game theory has this starting point.3

3vincent P. Crawford, "Equilibrium without Indepen dence," Journal of Economic Theory,vol.50,
no' 1 (February 1990), pp. 127-154, and lames Dow and Sergio werlang, "Nash Equilibrium under
Knightian uncertainty," Journar of Economic Theory, vor. 64, no. 2 (December 1994), pp. 305-324,
are among the few research papers that suggest alternative foundations for game theory. And our
exposition of this problem in the first edition of this book inspired an articL that uses such new
methods on it: simon Grant, Atsushi Kaji, and Ben polak, ,,Third Down and a yard to Go: Recursive
Expected utility and the Dixit-skeath conundrum ," Economic Letters, vo].73, no. 3 (December
2001), pp' 275-286. Unfortunately, it uses more advanced concepts than those available at the intro-
ductory level of this book.
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D. Another (ounterintuitive Result for Non-Zero-Sum Games

Here we consider a general two-by-two non-zero-sum game with the payoff
table shor,r.m in Figure 8.12. In actual games, the payoffs would be actual num-
bers and the strategies would have particular names. In this example, we again
use general algebraic symbols for payoffs so that we can examine how the prob-
abilities of the equilibrium mixtures depend on them. Similarly, we use arbi-
trary generic labels for the strategies.

Suppose the game has a mixed strategy equilibrium in which Row plays Up
with probability p and Down with probability (i D. To guarantee that Col-
umn also mixes in equilibrium, Row's p-mix must keep Column indifferent be-
tween his two pure strategies, Left and Right. Equating Column's expected
payoffs from these two strategies when played against Row's mixture, we havea

pA+ (1 -  p)C: pB + (r  -  p)D, or
p:(D-qt lA-B)+@-ql

The surprising thing about the expression for p is not what it contains, but what it
does not contain. None of Row's o'orn payoffs, a, b, c, or d, appear on the right-
hand side. Row's mixture probabilities are totally independent of his onm payoffsl

Similarly, the equilibrium probability 4 of Column playing Left is given by

q: (d- b) l l (a -  c)  + (d- b)1.

Column's equilibrium mixture also is determined independently of his own
payoffs.

The surprise or counterintuitive aspect of these results is resolved if you re-
member the general principle of the opponent's indifference. Because each
player's mixture probabilities are solved by requiring the opponent to be indif-
ferent between his pure strategies, it is natural that these probabilities should

COLUMN

tdl , Right

ROW
Up a,A b,B

Down d,D

FIGURE 8.12 General Algebraic Payoff Matr ix for Two-by-Two Non-Zero-Sum Game

aFor there to be a mixed-strategy equilibrium, the probability p must be between 0 and 1. This
requires that (A - B) and (D - C) have the same sign; if A is bigger than B, then D must be bigger
than C, and, if ,4 is smaller than B, then D must be smaller than C'. (Otherwise, one of the pure strate-
gies Left and Right would dominate the other.)
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depend on the opponent's payoffs, not on one's own. But remember also that it
is only in zero-sum games that a player has a genuine reason to keep the oppo-
nent indifferent. There, any clear preference of the opponent for one of his pure
strategies would rvork to one's ov"Tr disadvantage. In non-zero-sum games, the
opponent's indifference does not have any such purposive explanation; it is
merely a logical property of equilibrium in mixed strategies.

' : ,

In chapter 7, we noted that laboratory experiments on games with mixed strate-
gies generally find results that do not conform to theoretical equilibria. This is
especially true for non-zero-sum games. As we have seen, in such games the
property that each player's equilibrium mixture keeps his opponent indifferent
among his pure strategies is a logical property of the equilibrium. unlike zero-
sum games, in general each player in a non-zero-sum game has no positive or
purposive reason to keep the other players indifferent. Then the reasoning un-
derlying the mixture calculations is more difficult for players to comprehend
and learn. This shows up in their behavior.

In a group of experimental subjects playing a non-zero-sum game, we may
see some pursuing one pure strategy and others pursuing another. This tlpe of
mixing in the population, although it does not flt the theory of mixed-strategy
equilibria, does have an interesting evolutionary interpretation, which we ex-
amine in Chapter 13.

other experimental issues concern subjects who play the game many times.
\.vhen collecting evidence on play in non-zero-sum games, it is imponrant ro ro-
tate or randomize each subject's opponents to avoid tacit cooperation in re-
peated interactions. In such experiments, players change their actions from one
play to the next. But, even if we interpret this as evidence of true mixing, the
players' mixture probabilities change when their own payoffs are changed. Ac-
cording to the theory of Section 2.D, this shouldn't happen.

The overall conclusion is that mixed-strategy equilibria in non-zero-sum
games should be interpreted and used, at best, with considerable caution.

we conclude this chapter with some general theory of mixed-strategy equilibria,
to unify all of the ideas introduced in the various examples in chapters 7 and B
so far. Such general theory unavoidably requires some algebra and some ab-
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stract thinking. Readers unprepared for such mathematics or averse to it can

omit this section without loss of continuity.
Suppose the Row player has available the pure strategies R1, R2,. . ., R,,,, and

the Column player has strategies C1, C2, . . . Cn Write the Row player's payoff

from the strategy combination (2, /) as A4, and Column's as B;y, where the index i

ranges from I to m, and the indexT ranges from 1 to n. We allow each player to

mix the available pure strategies. Suppose the Row player's p-mix has probabili-

ties P; and the Column player's q-mtx has Q. All these probabilities must be

nonnegative, and each set must add to 1; so

Pr+P2+" '+ P-: l  -Qr+ q+" '+Q".

We write V; for Row's expected payoff from using his pure strategy i against

Column's q-mix. Using the reasoning that we have already seen in several ex-

amples, we have

Vi:  Ai tQt + ABQ]+' ' '  + AinQ, :  f  A,,Q,
J=t

where the last expression on the right uses the mathematical notation for sum-

mation of a collection of terms. V\hen Row plays his p-mix and it is matched

against Column's q-mix, Rowrs expected payoff is

PrV + . . . + Pmvm: io,u, : i frA,q,

The Row player chooses his p-mix," 
-*t-rr" 

tttirt opr"sriort

Similarly, writing Wlfor Column's expected payoff when his pure strategyJ

is pitted against Row's p-mix, we have

w1: P1811 + P2B2j+ . . . + P-B*j : ZOrUr,

Pitting mix against mix, we have Column's expected payoff:

QrWt + . . . t QnW, -- f Q,*, : i f,p,n,,Q,
i-t  i t i l

and he chooses his 4-mix to maximize this expression.
We have a Nash equilibrium when each player simultaneously chooses his

best mix, given that of the other. That is, Row's equilibrium p-mrx should be his

best response to Column's equilibrium 4-mix, and vice versa. Let us begin by

flnding Row's best-response rule. That is, let us temporarily fix Column's q-mix

and consider Row's choice of his p-mix.

Suppose that, against Column's given 4-mix, Row has V> Vr. Then Row can

increase his expected payoff by shifting some probability from strategy R2 to Rr;

that is, Row reduces his probability P, of playing ft, and increases the probability
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Pr of playing Rr by the same amount. Because the expressions for v, and v, do
not include any of the probabilities P, at all, this is true no matter what the origi-
nal values of Pr and Prwere. Therefore Row should reduce the probabiliLy p, of
playng R, as much as possible-namely, all the way to zero.

The idea generalizes immediately. Row should rank the I{ in descending
order. At the top there may be just one strategy, in which case it should be the
only one used; that is, Row should then use a pure strategy. or there may be a
tie among two or more strategies at the top, in which case Row should mix
solely among these strategies and not use any of the others.s \.\hen there is such
a tie' all mixtures hetween these strategies give Row the same expected payoff.
Therefore this consideration alone does not serve to fix Row,s equilibrium
p-mix.we show later how, in a way that may seem somewhat strange at first
sight, Column's indifference condition does that job.

The same argument applies to column. He should use only that pure strat-
egy which gives him the highest I4l, or should mix only among those of his pure
strategies Q whose w, are tied at the top. If there is such a tie, then all mixtures
are equally good from column's perspective; the probabilities of the mix are not
fixed by this consideration alone.

In general, for most values of (er, er, . . ., eJ that we hold fixed in Col_
umn's q-mix, Row's V, V, . . . , V_will not have any ties at the top, and there_
fore Row's best response will be a pure strategy. conversely, column,s best
response will be one of his pure strategies for most values of (pr, pz, . . . , p_)
that we hold fixed in Row's p-mix.we saw this several times in the examples of
chapters 7 and B; for example, in Figures 7.4, 8.4, and.8.7 , for most values of p in
Row's p-mix, the best 4 for column was either 0 or 1, and vice versa. For only
one critical value of Row's p was it optimal for column to mix (choose any q be-
tween 0 and 1), and vice versa.

All of these conditions-ties at the top, and worse outcomes from the other
strategies-constitute the complicated set of equations and inequalities that,
when simultaneously satisfied, defines the mixed-strategy Nash equilibrium of
the game. To understand it better, suppose for the moment that we have done
all the work and found which strategies are used in the equilibrium mix. we can
always relabel the strategies so that Row uses, say, the first g pure strategies,
R, R,. . . ,  &, and does not use the remaining {* -  g) pure strategies, R +r,
Rg+2, . .. , R-, while Column uses his first h pure strategies, Cr, Cr, . . ., Cn, and
does not use the remaining (n - h)pure strategies, Cr,, r, Ch*r, . . ., Cr.Write V
for the tied value of Row's top expected payoffs v, and., similarly, I4lfor the tied
value of column's top expected payoffs w,.Thenthe equations and inequalities
can be written as follows. First, for each player, we set the probabilities of

sln technical mathematical terms, the expression l,p, V,is linearinthe p,; therefbre its maximum
must be at an extreme point of the set of permissible p,.
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the unused strategies equal to zero and require those of the used strategies to
sum to 1:

Pt+ P2 + .  . .+ Ps: l ,  Pg+t:  Pg+z:. . .P-:0 (8.1)

and

Qr + Qz + . .  .+ Qn: l ,  Qn*r :  Qn*z: . . .Q,:0 (8.2)

Next we set Row's expected payoffs for the pure strategies that he uses equal to
the top tied value:

V: Ai , .Qrt  AirO +..  .  - l  AinQn for i :  I ,2, . . . ,S, (8.3)

and note that his expected payoffs from his unused strategies must be smaller
(that is why they are unused):

V) A,, Q, t AB Q, + . . . t AinQn for i : g + 1, g I 2, . . . , n. (8.+1

Next, we do the same for Column, wdting l4lfor his top tied payoff value:

W- PtBr j+ P2B2j+. . .  + PsBsj  forT:  I ,2, . . . ,h,  (8.5)

and

W> P$rj+ P2B2j+. . .+ PsBEj forT:  h+ l ,h+2,. . . ,n.  (8.6)

To find the equilibrium, we must take this whole system, regard the choice
of gand h as wel l  as the probabi l i t ies P1, P2,. . . ,  Ps and Q,,  Qr, . . . ,  Qn as un-
knowns, and attempt to solve for them.

There is always the exhaustive search method. Try a particular selection of g
and h; that is, choose a particular set of pure strategies as candidates for use in
equilibrium. Then take Eqs. (8.1) and (8.5) as a set of (h + l) simultaneous linear
equations regarding P1, P2, . . . , Pr and l4las (g + t) unkno'nms, solve for them,
and check if the solution satisfies all the inequalities in Eq. (8.6). Similarly, take
Eqs. (8.2) and (8.3) as a set of (g + 1) simultaneous linear equations in the (h +
1) unknowns Qr, Qz, . . . , Qn and 14 solve for them, and check if the solution sat-
isfies all the inequalities in Eq. (B.a). If all these things check out, we have found
an equilibrium. If not, take another selection of pure strategies as candidates,
and try again. There is only a finite number of selections: there are (2- * 1) pos-
sible selections of pure strategies that can be used by Row in his mix and (2" -

1) possible selections of pure strategies that can be used by Column in his mix.
Therefore the process must end successfully after a finite number of attempts.

\Mhen m and n are reasonably small, exhaustive search is manageable. Even
then, shortcuts suggest themselves in the course of the calculation for each spe-
cific problem. Thus, in the second variant of our soccer penalty kick, the way in
which the attempted solution with all strategies used failed told us which strat-
egy to discard in the next attempt.
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Even for moderately Iarge problems, however, solution based on exhaustive
search or ad hoc methods becomes too complex. That is when one must resort
to more systematic computer searches or algorithms. V\4rat these computer al-
gorithms do is to search simultaneously for solutions to two linear maximiza-
tion (or linear programming in the terminology of decision theory) problems:
given a q-mk, and therefore all the I{ values, choose a p-mwto maximize Row,s
expected pavoff >iPivi, and, given a p-mix and therefore all the I4l, values,
choose a q-mtx to maximize column's expected payoff 2ieiwi. However, for a
typical q-mtx, all the v, values will be unequal. If column *"i" to play this q-mix
in an actual game, Row would not mix but would instead play just the one pure
strategy that gave him the highest yr. But in our numerical solution method we
should not adjust Row's strategy in this drastic fashion. If we did, then at the
next step of our algorithm, column's best 4-mix also would change drastically,
and Row's chosen pure strategywould no longer look so good. Instead, the algo-
rithm should take a more gradual step, adjusting the p-mtxa little bit to improve
Row's expected payoff. Then, with the use of this new p-mix for Row, the algo-
rithm should adjust column's q-mtxa little bit to improve his expected payoff.
Then back again to another adjustment in the p-mix. The method proceeds in
this way until no improvements can be found; that is the equilibrium.

we do not need the details of such procedures, but the general ideas that we
have developed above already tell us a lot about equilibrium. Here are some im-
poftant lessons of this kind.

1. We solve for Row's equilibrium mix probabilities p,, pr, . . ., p, from Eqs.
(B'1) and (8.5). The former is merely the adding-up requirement for probabili-
ties. The more substantive equation is (8.5), which gives the conditions under
which column gets the same payoff from an the pure strategies that he uses
against the p-mix. It might seem puzzling that Row adjusts his mix so as to keep
column indifferent, when Row is concerned about his or.,r,rr payoffs, not col-
umn's. Actually the puzzle is only apparent. we derived those conditions
tEq.B.5l by thinking about column's choice of his 4-mix, motivated by concerns
about his own payoffs. we argued that column would use only those strategies
that gave him the best (tied) payoffs against Row's p-mrx. This is the require-
ment embodied in Eq. (8.5). Even though it appears as ifRow is deliberately
choosing his p-mix so as to keep column indifferent, the actual force that pro-
duces this outcome is column's oum purposive strategic choice.

In chapter 7, we gave the name "the opponent's indifference principle', to
the idea that each player's indifference conditions constitute the equations that
can be solved for the other player's equilibrium mix. we now have a proof of
this principle for general games, zero-sum and non_zero_sum.

2. However, in the zero-sum case, the idea that each player chooses his
mixture to keep the other indifferent is not just an as if matter; there is some
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genuine reason why a player should behave in this way. \iVhen the game is zero-
sum, we have a natural link between the two players' payoffs: Bij : -Arifor all I
and7, and then similar relations hold among all the combinations and expected
payoffs, too. Therefore we can multiply Eqs. (8.5) and (8.6) by - I to write them
in terms of Row's payoffs rather than Column's. We write these "zero-sum ver-
sions" of the conditions as Eqs. (8.52) and (8.62):

V: PtAr j  + P2Arj t " '+ PsAs for i -  1,2, . . . ,h (8.52)

and

V<PrAri+ P2A2i+. . .  + PsAsj  forT:  h+ l ,h+2,. . . ,n.  (8.62)

(Note that multiplying by - f to go from Eq. (8.6) to Eq. (8.62) reverses the direc-
tion of the inequality.)

Of these, Eqs. (8.5) and (8.52) tell us that, so long as Row is using his equilib-
rium mix, Column (and therefore Row, too, in this zero-sum game) gets the
same payoff from any of the pure strategies that he actually uses in equilibrium.
Column cannot do any better for himself-and therefore in this zero-sum game
cannot cause any harm to Row-by choosing one of those strategies rather than
another. \.Ahat is more, Eq. (8.62) tells us that were Column to use any of the
other strategies, Row would do even better. In other words, these conditions tell
us that Row's equilibrium mix cannot be exploited by Column. Thus we see in a
more general setting the purposive role of mixing in zero-sum games that we
saw in the examples of Chapter 7; we also see more explicitly why it works only
for zero-sum games.

3. Now we return to the general, non-zero-sum, case. Note that the system
comprising Eqs. (8.1) and (8.5) has (h * 1) linear equations and (g * 1) un-
knowns. In general, such a system has no solution if h> g, has exactly one solu-
tion if h: g, andhas many solutions if h < g. Conversely, the system comprising
Eqs. (g.Z) and (8.3) has (g + 1) linear equations and (h * l) unknoums. In gen-
eral, such a system has no solution if g> h, has exactly one solution if g: 7, unO
has multiple solutions if g < h. Because in equilibrium we want both systems to
be satisfied, in general we need g: h. Thus in a mixed-strategy equilibrium, the
two players use equal numbers of pure strategies.

We keep on saying "in general" because exceptions can arise for fortuitous
combinations of coefficients and right-hand sides of equations. In particular, it
is possible for too many equations in too few unknowns to have solutions. This
is just what happens in the "exceptional cases" mentioned in Section 3.B of
Chapter 7.

4. We observe a very particular relation between the use of strategies and
their payoffs. Row uses strategies P, to Prwith positive probabilities, and Eq. (8.3)

shows that he gets exactly the payoff Vwhen any one of these pure strategies is
played against Column's equilibrium mix. For the remaining pure strategies in
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Row's armory' Eq. (8.4) shows that they yield a lower payoff than vwhen played
against column's equilibrium mix, and then they ur",roi used; that is, pr*rto p_
are all zero.In other words, for any i, itis impossibletohave

both V> A, et t  ABer+.. .  t  Ainen and p,>0.

At least one of these inequalities must colrapse into equality. This is knor.nm asthe principle of comprementary slackness, and it is of great importance in thegeneral theory of games and equilibria, as well as in mathematical optimi zation(programming).

5. Back to the zero-sum case. \Mhen both players choose their equilibrium
mix, Row's expected payoffis

v: i f n,eaei,
t:r  t :1

and column's is just the negative of this payoff. Moreover, the equilibrium
comes about when Row for the given q-mix, chooses his p-mix to maximize
this expression, and simurtaneously column, for the given p-mix, chooses hisq-mix to maximize the negative of the same expression, or to minimize thesame expression. If we regard the expression as a function of all the p, and the
Q;, therefore, and graph it in a sufficiently high-dimensional space, it wil looklike a saddle' The front-to-back cross section of a saddle looks like a valley or au, with its minimum at the middle, while the side-to-side cross section lookslike a peak or an inverted u, with its maximum at the middle. If each player
has just two pure strategies, the p-mix and 4-mix can each be described by asingle number-say, the probability of choosing the first strategy. (For eachplayer, the probability of choosing his second pure strategy is then just oneminus that of choosing his first pure strategy.) we can then draw a graph inthree dimensions, where the -r and y axes are in a horizontal plane and, the zaxis points vertically upward. The p-mix is shown arong the J-axis, the q-mix
along the y-axis, and the value v arong the e-axis. The cross section of thissaddle-shaped surface along the x direction will show the maximi zation of vwith respectto p, therefore a peak. And the cross section along the y direction
will show the minimizationof vwith respect to q, therefore a valley. Thus thegraph will look like a saddle, as illustrated in Figure 8.13. such an equilibrium
is called a saddle point.

The value of vin equilibrium-that is, the simultaneous maximum withrespect to the P, and the minimum with respect to the e;-is called the mini_maxvaTte of the zero-sum game. The idea of such an equilibrium, as well asthe formulation of the conditions such as Eqs. (B.sz) and (8.62) that define it,was the first important achievement of game theory and appeared in thework of von Neumann and Morgenstern in the 1g40s. It is caited their mini_max theorem.
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v

FIGURE 8.13 Saddle Point

iiii;lntlilllt,ii ,,iiri 5ggMARY jl;iiiii.,,: r:illliiru,iiiil,jjiililili'

In non-zero-sum games, mixed strategies can arise when players' mutual levels
of subiectiue uncertainty about each other's actions are at just the right level. In
equilibrium, a player chooses his equilibrium mixture as if he is keeping his op-
ponent indifferent between the opponent's pure strategy choices. Best-
response analysis again provides the framework for determining equilibrium
mixture probabilities. In large games, where players have three (or more) strate-
gies, mixed-strategy equilibria may be fully or partially mixed, and it is possible
for there to be multiple or nonunique equilibria.

Mixed-strategy equilibria are equilibria only in a weak sense because play-
ers are indifferent between all possible mixes when their opponents are mixing.
In zero-sum games, the opponent's indifference property can be interpreted as
helping players to preuent exploitation by rivals. And counterintuitive results-
showing that players use less often those strategies for which payoffs have in-
creased and that equilibrium mixtures in non-zero-sum games depend only on
the other players' payoffs-';an be found for both zero and non-zero-sum
games. Experimental evidence shows that the predictions of theory should be
used with caution. But the theory presented here and in Chapter 7 can be gener-
alized for games of any size and type.
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.,;ii:tit'.iititii}ii ,.. KEY TERMS ..t'if;iB!ll*rir#jllr,r

complementary slackness (256)
prevent exploitation (244)

saddle point (256)
subjective uncertainty (234)

'*!+llii rr;,;rl;l-ii{,ittiit:i,i EXE R C I S E 5 $l,ltrJ#il?frf${#li,tii

l. Find a Nash equilibrium in mixed strategies for the following game by using
the method of best-response analysis. Draw a best-response diagram and
show the equilibrium mixture on the diagram. Also indicate each player,s ex-
pected payoff in equilibrium.

COLUMN

ROW
Up 4,0 -1,2

Down 1.1 2, -1

2. (a) Find all pure-strategy Nash equilibria of the following non-zero-sum
game.

(b) Now flnd a mixed-strategy equilibrium of the game. \fhat are the play-
ers' expected payoffs in the equilibrium?

3. (a) The following table illustrates the money payoffs associated with a two-
person simultaneous-play game. Find the Nash equilibrium in mixed strate-
gies for this game and the players' expected payoffs in this equilibrium.

COLUMN

ROW
Up 1,16 4,6

Down 2,20 3,40

COLUMN

A B c D

ROW
1.1 2,2 3,4 o?

2 2,s ?? 1,2 7,1
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(b) The two players jointly get most money when Row plays Down. How-
ever, in the equilibrium, Row does not always play Dor.m. \Mhy not? Can
you think of ways in which a more cooperative outcome can be sus-
tained?

The battle-of-the-sexes version of the meeting game between Harry and Sally
is illustrated in Figure 4.13.
(a) Use best-response analysis to determine the mixed-strategy equilibrium

in that game.
(b) Determine each player's expected payoff in equilibrium and compare

these payoffs with the payoffs received in the two pure-strategy Nash
equilibria of the game. How could the players do better than they do
when they randomize independently?

Recall Exercise 7 from Chapter 4 about an old lady looking for help crossing
the street. Only one person is needed to help her; more are okay but no better
than one. You and I are the two people in the vicinity who can help; each has
to choose simultaneouslywhether to do so. Each of us will get pleasure worth
3 from her success (no matter who helps her). But each one who goes to help
will bear a cost of 1, this being the value of our time taken up in helping. You
were asked to set this up as a game and to write the payoff table in Exercise 7
of Chapter 4. If you did that exercise, you also found all of the pure-strategy
Nash equilibria of the game. Now find the mixed-strategy equilibrium of this
game.

Consider the following variant of chicken, in which lames's payoff from
being "tough" when Dean is "chicken" is 2, rather than l.

DEAN

JAMES
Swerve 0,0 -1,  1

5traight 2,  -1 -2,  -2

Find the mixed-strategy equilibrium in this game, including the expected
payoffs for the players.
Compare the results with those of the original game in Section 1 8 of this
chapter. Is Dean's probability of playing Straight (being tough) higher
now than before? !\hat about James's probability of playing Straight?
\Mhat about the two players' expected payoffs? Are these differences in
the equilibrium outcomes paradoxical in light of the new payoff struc-
ture? Explain how your findings can be understood in light of the oppo-
nent's indifference principle.

6.

(a)

(b)

ryc
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7. Recall the game from Exercise 11 in Chapter 4. Three contestants (A, B, and

C) are participating in a game in which there is aprize worth $30. Each can

buy a ticket worth S15 or $30 or not buy a ticket at all. They make these

choices simultaneously and independently. Then, knowing the ticket-

purchase decisions, the game organizer awards the prize. If none of the con-

testants has bought a ticket, the prize is not awarded. If only one has bought

a ticket, that player gets the prize. If two or more have bought tickets, then

the one with the highest-cost ticket gets the prize if there is only one such

contestant. If there are two or three contestants all having bought highest-

cost tickets, the prize is split equally among them. Find a symmetric equilib-

rium in mixed strategies for this game, where each contestant mixes over the

ticket-purchase choices and the mixture probabilities are the same for all

three contestants.

B. Recall the game from Exercise 5 of Chapter 6 of ice-cream vendors on the

beach. Construct the five-by-five table for the game, and find the Nash equi-

librium in mixed strategies. Explain why some pure strategies are unused in

the equilibrium mixtures and verify (by using the opponent's equilibrium

mixture) that they should not be included.

9. [Optionall Recall Exercise 12 of Chapter 4 that was based on the bar scene

from the fllm A Beautiful Mind. Here we consider the mixed-strategy equilib-

ria of that game when played by n> 2 young men.
(a) Begin by considering the symmetric case in which all n young men go

after the solitary blonde with some probability P. This probability is de-

termined by the condition that each young man should be indifferent

between the pure strategies Blonde and Brunette, given that everyone

else is mixing. \ /hat is the condition that guarantees the indifference of

each player? \.44rat is the equilibrium value of P in this game?
(b) There are asyrnmetric mixed-strategy equilibria in this game also. In

these equilibria, m < n young men each go for the blonde with probabil-

ity Q and the remaining n - myoungmen go after the brunettes. V\4rat is

the condition that guarantees that each of the myoung men is indiffer-

ent, given what everyone else is doing? What condition must hold so that

the remaining n - m players don't want to switch from the pure strategy

of choosing a brunette? V\hat is the equilibrium value of Q in the asym-

metric equilibrium?
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IJncertainty and Information

NCERTATNTy ABour ourcoMEs Exrsrs in many of the games that we have
studied so far. Sometimes this uncertainty is the result of the players'
mixed strategies, but more often it is something intrinsic to the game. In
tennis or football, for example, we supposed quite realistically that the

players know only the probabilities of success of the various strategy combina-
tions; they cannot forecast the exact result on any one occasion when those
strategies are used. In some games, each player may be unsure about the mo-
tives or payoffs of the others; here the uncertainty is asymmetric, because the
other player knows his own payoffs perfectly well. In this chapter, we develop
various ideas and methods for handling games where such asJ,rynmetric uncer-
tainties exist.

Speciflcally, we turn our attention to situations where different players in a
game have different amounts of information. Then, as pointed out in chapter 2,
manipulation of the information becomes an important dimension of strategy.
we will see when information can or cannot be communicated verbally in a
credible manner. we will also examine other strategies designed to convey or
conceal one's o\.m information and to elicit another player's information. we
spoke briefly of some such strategies-namely, screening and signaling-in
Chapters I and 2; here, we study them in a little more detail.

The study of the topic of information and its manipulation in games has
been very active and important in the past 25 years. It has shed new light on
many previously puzzling matters in economics, such as the nature of incentive
contracts, the organization of companies, markets for labor and for durable

263
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goods, government regulation of business, and myriad others.l More recently,

the same concepts have been used by political scientists to explain phenomena

such as the relation of tax and expenditures policy changes to elections, as well

as the delegation of legislation to committees. The ideas have also spread to bi-

ology, where evolutionary game theory explains features such as the peacock's

large and ornate tail as a signal. This chapter introduces you to some of these

ideas and prepares the way for you to read more about these fascinating devel-

opments. Perhaps even more importantly, you will recognize the important role

that signaling and screening plays in your daily interaction with family, friends,

teachers, co-workers and so on, and will be able to improve your strategies in

these games.

In many games, one or some of the players may have an advantage of knowing

with greater certainty what has happened or what will happen. Such advan-

tages, or asymmetries of information, are common in actual strategic situations.

At the most basic level, each player may know his own preferences or payoffs-

for example, risk tolerance in a game of brinkmanship, patience in bargaining,

or peaceful or warlike intentions in international relations-quite well but those

of the other players much more vaguely. The same is true for a player's knowl-

edge of his ou,n innate characteristics (such as the skill of an employee or the

riskiness of an applicant for auto or health insurance). And sometimes the ac-

tions available to one player-for example, the weaponry and readiness of a

country-are not fully known to other players. Even when the possible actions

are knor,t'n, the actual actions taken by one player may not be observable to oth-

ers; for example, a manager may not know very precisely the effort or diligence

with which the employees in his group are carrying out their tasks. Finally, some

actual outcomes (such as the actual dollar value of loss to an insured home-

owner in a flood or an earthquake) may be observed by one player but not by

others.
By manipulating what the other players know about your abilities and pref-

erences, you can affect the equilibrium outcome of a game. Therefore such ma-

nipulation of asymmetric information itself becomes a game of strategy. You

may think that each player will always want to conceal his own information and

elicit information from the others, but that is not so. Here is a list of various pos-

lThe pioneers of the theory of asymmetric information in economics, George Akerlof, Michael

Spence, and Joseph Stiglitz, received the 2001 Nobel Memorial Prize in economics for these

contributions.
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sibilities, with examples. The better-informed player may want to do one of the
following:

l.' Conceal information or reueal misleading information: V\4ren mixing
moves in a zero-sum game, you don't want the other player to see what
you have done; you bluff in poker to mislead others about your cards.

2. Reueal selected information truthfully: \Mhen you make a strategic move,
you want others to see what you have done so that they may respond in
the way you desire. For example, if you are in a tense situation but your
intentions are not hostile, you want others to know this credibly so that
there will be no unnecessary flght.

Similarly, the less-informed player maywant to do one of the following:

I. Elicit information or filter truth from falsehood: An employer wants to
find out the skill of a prospective employee and the effort of a current
employee. An insurance company wants to know an applicant's risk
class, the amount of loss of a claimant, and any contributory negligence
by the claimant that would reduce its liability.

2. Remain ignorant: Being unable to know your opponent's strategic move
can immunize you against his commitments and threats. And top-level
politicians or managers often benefit from having "credible deniability."

The simplest way to convey information to others would seem to be to tell
them; likewise, the simplest way to elicit information would seem to be to ask.
But, in a game of strategy, players should be aware that others may not tell the
truth and, likewise, that their own assertions may not be believed by others.
That is, the credibility of mere words may be questionable. We consider when
direct communication can be credible in the next section of this chapter.

We will find that, most often, words alone do not suffice to convey credible
information; rather, actions speak louder than words. The less-informed players
should pay attention to what a better-informed player does, not to what he says.
And, knowing that the others will interpret actions in this way, the better-
informed player should in turn try to manipulate his actions for their informa-
tion content.

\,\hen you are playing a strategic game, you may have information that is
"good" (for yourselfl, in the sense that, if the other players knew this informa-
tion, they would alter their actions in a way that would increase your payoff. Or
you may have "bad" information; its disclosure would cause others to act in a
way that would hurt you. You know that others will infer your information from
your actions. Therefore you try to think of, and take, actions that will induce
them to believe your information is good. Such actions are called signals, and
the strategy of using them is called signaling. Conversely, if others are likely to
conclude that your information is bad, you may be able to stop them from
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making this inference by confusing them. This strategy, called signal jamming,
is typically a mixed strategy, because the randomness of mixed strategies make
inferences imprecise.

If other players know more than you do or take actions that you cannot di-
rectly observe, you can use strategies that reduce your informational disadvan-
tage. The strategy of making another player act so as to reveal his information is
called screening, and specific methods used for this purpose are called screen-
ing devices.2 A strategy that attempts to influence an unobservable action of an-
other player, by giving him some reward or penalty based on an observable
outcome of that action, is called an incentive scheme. We will elaborate on and
illustrate all the concepts introduced here later on, in Sections 3 through 5.

We pointed out in the preceding section that direct assertions or responses to
questions about one's private information are of doubtful credibility in a game
of strategy. Other players understand one's incentive to lie when lying would
bring one a higher payoff. But direct communication, which has come to be
called cheap talkby game theorists, can be used in some cases to help players
choose among multiple possible equilibria. In these games, the equilibrium
achieved by using direct communication is termed a cheap talk equilibrium.

Direct communication of information works well if the players' interests are
well aligned. The assurance game first introduced in Chapter 4 provides the
most extreme example of this. We reproduce its payoff table (Figure 4.12) as
Figure 9.1.

SALLY

HARRY
Starbucks 1,1 0,0

Local Latte 0,0 la

FIGURE 9.1 Assurance

2A word of warning: Don't confuse screening with signal-jamming. In ordinary language, the
word "screening" can have different meanings. The one used in game theory is that of testing or
scrutinizing. Thus a less-informed player uses screening to find out what a better-informed player
knows. For the alternative sense of screening-namely, concealing-the game-theoretic term is sig-
nal jamming. Thus a better-informed player uses a signal-jamming action to prevent the less-
informed player from correctly inferring the truth from the action.
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The interests of Harry and Sally are perfectly aligned in this game; they both
want to meet and prefer meeting in Local Latte. The problem is that the game is
played noncooperatively; they are making their choices independently, without
knowledge of what the other is choosing. But suppose that Harry is given an op-
portunity to send a message to sally (or Sally is given an opportunity to ask a
question and Harry replies) before their choices are made. If Harry,s message
(or reply; we will not keep repeating this) is: "I am going to Local Latte,,' sally
has no reason to think he is lying. If she believes him, she should choose Local
Latte, and, if he believes she will believe him, it is equally optimal for him to
choose Local Latte, making his message truthful. Thus direct communication
very easily achieves the mutually preferable outcome. That is indeed the reason
why, when we considered this game in chapter 4, we had to construct an elabo-
rate scenario in which such communication was infeasible; recall that the two
were in separate classes until the last minute before their meeting and did not
have each other's pager numbers.

Let us examine the outcome of allowing direct communication in the assur-
ance game more precisely in game-theoretic terms. we have created a two_
stage game. In the first stage, only Harry acts, and his action is his message to
sally. In the second stage, the original simultaneous-move game is played. In
the full two-stage game, we have a rollback equilibrium where the strategies
(complete plans of action) are as follows. The second-stage action plans for
both players are: "If Harry's first-stage message was 'I am going to Starbucks,,
then choose starbucks; and, if Harry's first-stage message was 'I am going to
Local Latte,' then choose Local Latte." (Remember that players in sequential
games must speciSr complete plans of action.) The first-stage action for Harry is
to send the message "I am going to Local Latte." Veriflcation that this is indeed a
rollback equilibrium of the two-stage game is easy and we leave it to you.

However, this equilibrium where cheap talk "works" is not the only rollback
equilibrium of this game. consider the following strategies: The second-stage
action plan for each player is to go to starbucks regardless of Harry,s first-stage
message; and Harry's first-stage message can be an),thing. we can verify that
this also is indeed a rollback equilibrium. Regardless of Harry's first-stage mes-
sage, if one player is going to starbucks, then it is optimal for the other player to
go there also. Thus, in each of the second-stage subgames that could arise-one
after each of the two messages that Harry could send-both choosing starbucks
is a Nash equilibrium of the subgame. Then, in the flrst stage, Harry, knowing
his message is going to be disregarded, is indifferent about which message he
sends.

The cheap talk equilibrium-where Harry's message is not disregarded-
yields higher payoffs, and we might normally think that it would be the one se-
lected as a focal point. However, there may be reasons of history or culture that
favor the other equilibrium. For example, for some reasons quite extraneous to
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this particular game, Harry may have a reputation for being totally unreliable.

He might be a compulsive practical joker or just absent-minded' Then people

might generally disregard his statements and, knowing this to be the usual state

of affairs, Sally might not believe this particular one'

Such problems exist in all communication games. They always have alter-

native equilibria where the communication is disregarded and therefore irrele-

vant. Game theorists call these babbling equilibria. Having noted that they

exist, however, we will focus on the cheap talk equilibria, where communication

does have some effect.
The credibility of direct communication depends on the degree of align-

ment of players' interests. As a dramatic contrast with the assurance game

example, copsider a game where the players' interests are totally in conflict-

namely, a zero-sum game. A good example is the tennis point of Figure 4.15; we

reproduce its payoff matrix as Figure 9.2 below. Remember that the payoffs are

Evert's success percentages. Remember also that this game has only a mixed-

strategy Nash equilibrium (derived in Chapter 7); Evert's expected payoff in this

equilibrium is 62.
Now suppose that we construct a two-stage game. In the first stage, Evert

is given an opportunity to send a message to Navratilova. In the second stage,

the simultaneous-move game of Figure 9.2 is played' rfi4:rat will be the rollback

equilibrium?
It should be clear that Navratilova will not believe any message received

from Evert. For example, if Evert's message is, "I am going to play DL," and

Navratilova believes her, then Nawatilova should choose to cover DL. But, if

Evert thinks that Nawatilova will do so, then Evert's best choice is CC. At the

next level of thinking, Navratilova should see through this and not believe the

assertion of DL.
But there is more. Navratilova should not believe that Evert would do ex-

actly the opposite of what she says either. Suppose Evert's message is, "I am

going to play DL," and Nawatilova thinks, "She is just trying to trick me, and so I

will take it that she will play CC." This will lead Navratilova to choose to cover

CC. But if Evert thinks that Navratilova will disbelieve her in this simple way,

NAVRATILOVA

DL

EVERT
DL 50 BO

aa 90 20

FIGURE 9.2 Tennis Point
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then Evert should choose CC after all. And Nawatilova should see through this,
too.3

Thus Nawatilova's disbelief should mean that she should just totally disre-
gard Evert's message. Then the full two-stage game has only the babbling equi-
librium. The two players' actions in the second stage will be simply those of the
original equilibrium, and Evert's first-stage message can be an1'thing. This is
true of all zero-sum games.

But what about more general games in which there is a mixture of conflict
and common interest? \Mhether direct communication is credible in such
games depends on how the two aspects of conflict and cooperation mix when
players' interests are only partially aligned. Thus, we should expect to see both
cheap talk and babbling equilibria in games of this type.

consider games with multiple equilibria where one player prefers one equi-
librium and the other prefers the other equilibrium, but both prefer either of the
equilibria to some other outcome. one example is the battle of the sexes; we re-
produce its payoff table (Figure 4.13) as Figure 9.3.

Suppose Harry is given an opportunity to send a message. Then the two-
stage game has a rollback equilibrium where he sends the message "I am going
to starbucks," and the second-stage action plan for both players is to choose the
location identified in Harry's message. Here, there is a cheap talk equilibrium
and the opportunity to send a message can enable a player to select his pre-
ferred outcome.a

SALLY

Starbucks Local Latte

HARRY
Starbucks 2, 1 0,0

Local Latte 0,0 1,2

FIGURE 9.3 Batt le of the Sexes

'\.Vhen a player has three or more actions, the argument is a little trickier. If Evert has actions DL,
CC, and Lob, and she says, "I am going to play DL," then Navratilova should disbelieve this but
should not interpret it to mean that DL is totally ruled out either. Following through the logic of
this again leads to the same conclusion-namely, that Nawatilova shoutd totally disregard Evert's
message.

4what about the possibility that, in the second stage, the action plans are for both players to
choose exactly the opposite of the location in Harry's message? That, too, is a Nash equilibrium of
the second-stage subgame; so there would seem to be a "perverse" cheap talk equilibrium. In this
situation, Harry's optimal flrst-stage action will be to say, "I am going to Local Latte." So he can still
get his preferred outcome.
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THE STOCK IS

Good .

YOU
Buy 1 -1

5et l I

FIGURE 9.4 Your Payoffs from Your Investment Decisions

Another example of a game with partially aligned payoffs comes from a sit-

uation that you may have already experienced or, if not, soon will when you

start to earn and invest. VVhen your stockbroker recommends that you should

buy a particular stock, he may be doing so as part of developing a long-run re-

lationship with you for the steady commissions that your business will bring

him or he may be touting a loser that his flrm wants to get rid of for a quick

profit. You have to guess the relative importance of these two possibilities in

his payoffs.
Suppose there are just two possibilities: the stock may have good

prospects or bad ones. If the former, you should buy it; if the latter, sell it, or

sell short. Figure 9.4 shows your payoffs in each of the eventualities given the

two possibilities, Good and Bad, and your two actions, Buy and Sell. Note that

this is not a payoff matrix of a game; the columns are not the choices of a

strategic player.
The broker knows whether the stock is actually Good or Bad; you don't. He

can give you a recommendation of Buy or Sell. Should you follow it? That should

depend on your broker's payoffs in these same situations' Suppose the broker's

payoffs are a mixture of two considerations. One is the long-term relationship

with you; that part of his payoffs is just a replica of yours. But he also gets an

extra kickback Xfrom his firm if he can persuade you to buy a bad stock that the

firm happens to own and is eager to unload on you. Then his payoffs are as

shown in Figure 9.5.

THE STOCK IS

YOU
Buy 1 -1 +X

Sell -1 1

FIGURE 9.5 Your Broker's Pavoffs from Your Investment Decisions

http://freepdf-books.com



DIRECT COMMUNICATION, OR "CHEAP TALK" 271

Can there be a cheap talk equilibrium with truthful communication? In this
example, the broker sends you a message in the first stage of the game. That
message will be Buy or Sell, depending on his observation of whether the stock
is Good or Bad. At the second stage, you make your choice of Buy or Sell, de-
pending on his message. So we are looking for an equilibrium where his strategy
is honesty (say Buy if Good, say Sell if Bad), and your strategy is to follow his rec-
ommendation. We have to test whether the strategy of each player is optimal
given that of the other.

Given that the broker is sending honest messages, obviously it is best for
you to follow the advice. Given that you are following the advice, what about the
broker's strategy? Suppose he knows the stock is Good. If he sends the message
Buy, you will buy the stock and his payoff will be 1; if he says Sell, you will sell
and his payoff will be - 1. So the "say Buy if Good" part of his strategy is indeed
optimal for him. Now suppose he knows the stock to be Bad. If he says Sell, you
will sell and he will get 1 If he says Buy, you will buy and he will get * I -F X. So
honestyis opt imalforhiminthissi tuat ioni f  1> -1 + X or i f  X<2. Directcom-
munication from your broker is credible and there is a cheap talk equilibrium in
this game as long as his extra payoff from selling you a loser is not "too large."

However, if X> 2, then the broker's best response to your strategy of follow-
ing his advice is to say Buy regardless of the truth. But, if he is doing that, then
following his advice is no longer your optimal strategy. You have to disregard his
message and fall back on your own prior estimate of whether the stock is Good
or Bad. In this case, only the babbling equilibrium is possible.

In these examples, the available messages were simple binary ones-
Starbucks or Local Latte and Buy or Sell. \A/hat happens when richer messages
are possible? For example, suppose that the broker could send you a number g
representing his estimate of the rate of growth of the stock price, and this num-
ber could range over a whole continuum. Now, as long as the broker gets some
extra benefit if you buy a bad stock that he recommends, he has some incentive
to exaggerate g. Therefore fully accurate truthful communication is no longer
possible. But partial revelation of the truth may be possible. That is, the contin-
uous range of growth rates may split into intervals-say, from 0% to 1%, from
IVo to 2Vo, and so on-such that the broker finds it optimal to tell you truthfully
into which of these intervals the actual growth rate falls and you find it optimal
to accept this advice and take your optimal action on its basis. However, we
must leave further explanation of this idea to more advanced treatments.5

sThe seminal paper that developed this theory of partial communication is by Vincent Crar,r{ord
and Joel Sobel, "Strategic Information Transmission," Econometrica, vol. 50, no. 6 (November 1982),
pp. l43I-I452. An elementary exposition and suruey of further work is in Joseph Farrell and
Matthew Rabin, "Cheap TaIk," Journal of Economic Perspectiues, vol. 10, no. 3 (Summer 1996), pp.
103-l 18.
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\A4ren direct communication does not yield a cheap talk equilibrium, actions
can speak louder than words. The reason is that mere assertions are costless to
make-talk is cheap-whereas actions have a direct cost in terms of the players,
payoffs. If this cost depends in a suitable way on the item of private information
itself, then actions can be credible evidence of the hidden information. we now
develop this idea in more detail.

Many of you expect that when you graduate you will be among the elite of
America's workers, the so-called s).'rnbolic analysts. Employers of such workers
want them to possess the appropriate qualities and skills-capacity for hard
work, numeracy, logic, and so on. you know your or,tm qualities and skills far
better than your prospective employer does. He can test and interview you, but
what he can find out by these methods is limited by the available time and re_
sources. Your mere assertions about your qualifications are not credible; more
objective evidence is needed.

\'vhat items of evidence can the employer seek, and what can you offer? Re-
call from Section I of this chapter that the former are called screening cleuices,
and their use by the prospective employer to identify your qualities and skills is
called screening. Devices that you use at your initiative are called signals, and,
when you do so, you are said to engage in signaling. sometimes similar or even
identical devices can be used for either signaling or screening.

In this instance, if you have selected (and passed) particularly tough and
quantitative courses in college, your course choices can be credible evidence of
your capacity for hard work in general and of your skills in symbolic analysis in
particular. Let us consider the role of course choice as a screening device.

To keep things simple, suppose college students are of just two types when
it comes to the qualities most desired by employers:A (able) and c (challenged).
Potential employers are willing to pay $r50,000 a year to a t],?e A, and $r00,000
to a t]'?e c. we suppose that there are many potential employers who have to
compete with one another for a limited number of job candidates; so they have
to pay the maximum amount that they are willing to pay. Because employers
cannot directly observe any particular job applicant's type, they have to look for
other credible means to distinguish between them.

Suppose the types differ in their tolerance for taking a tough course rather
than an easy one in college. Each type must sacrifice some party time or other
activities to take a tougher course, but this sacrifice is less, or easier to bear, for
the A types than it is for the c types. suppose the A types regard the cost of each
such course as equivalent to $6,000 a year of salary, while the C types regard it as

=''t:

http://freepdf-books.com



SIGNALING AND SCREENING 273

$9,000 a year of salary. Can an employer use this differential to screen his appli-
cants and tell the A tlpes from the C types?

consider the following policy: anyone who has taken a certain number, n,
or more of the tough courses will be regarded as an A and paid 9150,000, and
anyone who has taken less than n will be regarded as a c and paid $100,000. The
aim of this policy is to create natural incentives whereby only the A types will
take the tough courses, while the C types will not. Neither wants to take more of
the tough courses than he has to; so the choice is between taking n to quali4r as
an A or giving up and settling for being regarded as a c, in which case he may as
well not take any of the tough courses and just coast through college.

The criterion that employers devise to distinguish an A from a c-namely,
the number of tough courses taken-should be sufficiently strict that the c
types do not bother to meet it but not so strict as to discourage even the A types
from attempting it. The correct value of n must be such that the true c types
prefer to settle for being revealed as such, rather than incur the extra cost of imi-
tating the A tlpe's behavior. That is, we need6

100,000 > 150,000 - 9,000n, or 9n> 50, or n> 8.56.

Similarly, the condition that the true A types prefer to prove their tlpe by taking
n tough courses is

150,000 - 6,000n > 100,000, or 6n = 50, or n < g.33.

These constraints align the job applicant's incentives with the employer's de-
sires, or make it optimal for the applicant to reveal the truth about his skill
through his action. Therefore they are called the incentive-compatibility con-
straints for this problem. The n sadsry/ing both constraints, because it is re-
quired to be an integer, must be either 6 or 7 or 8.7

\Mhat makes it possible to meet both conditions is the dffirence in the costs
of taking tough courses between the two t),pes: the cost is sufflciently lower for
the "good" type that the employers wish to identifu. \Alhen the constraints are
met, the employer can use a policy to which the two types will respond differ-
ently, thereby revealing their t1pes. This is called separation of types based on
self-selection.

oWe require merely that the payoff from choosing the option intended for one's tlpe be at least
as high as that from choosing a different option, not that it be strictly greater. However, it is possible
to approach the outcome of this analysis as closely as one wants, while maintaining a strict inequal-
ity; so nothing substantial hinges on this assumption.

7If in some other context the corresponding choice variable is not required to be an integer-for
example, if it is a sum of money or an amount of time-then there will be a whole continuous range
satis$ring both incentive compatibility constraints.
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We did not assume here that the tough courses actually imparted any addi-
tional skills or work habits that might convert C types into A types. In our sce-
nario, the tough courses serve only the purpose of identifying the persons who
already possess these attributes. In other words, they have a purely screening
function.

In rea-lity, education does increase productivity. But it also has the addi-
tional screening or signaling function of the kind described here. In our exam-
ple, we found that education might be undertaken solely for the latter function;
in reality, the corresponding outcome is that education is carried farther than is
justified by the extra productivity alone. This extra education carries an extra
cost-the cost of the information asymmetry.

M/hen the requirement of taking enough tough courses is used for screen-
ing, the A types bear the cost. Assuming that only the minimum needed to
achieve separation is used-namely, n : 6-the cost to each A type has the
monetary equivalent of 6 x $6,000 : $36,000. This is the cost, in this context, of
the information asymmetry. It would not exist if a person's type could be di-
rectly and objectively identifled. Nor would it exist if the population consisted
solely of A types. The A types have to bear this cost because there are some
C types in the population, from whom they (or their prospective employers)
seek to distinguish themselves.B

Rather than having the A types bear this cost, might it be better not to
bother with the separation of types at all? With the separation, A types get a
salary of $150,000 but suffer a cost, the monetary equivalent of $36,000, in tak-
ing the tough courses; thus their net money-equivalent payoff is $114,000. And
C types get the salary of $100,000. \A4rat happens to the two types if they are not
separated?

If employers do not use screening devices, they have to treat every applicant
as a random draw from the population and pay all the same salary. This is called
pooling of types.e In a competitive job market, the common salary under pool-
ing will be the population average of what the tlpes are worth to an employer,
and this average will depend on the proportions of the types in the population.

BAs we will see in Chapter 12, Section 5, the C t1'pes in this example inflict a negatiue external ef-

/ecton the A types.
eNotethat pool ingoftypesisquitedif ferentfromthe poolingofr isksthatisdiscussedintheAp-

pendix to this chapter. The latter occurs when each person in a group faces some uncertain
prospect; so they agree to put their assets into one pool from which they will share the returns. As
long as their risks are not perfectly positively correlated, such an anangement reduces the risk for
each person. In pooling of types, players who differ from one another in some relevant innate char-
acteristic (such as ability) nevertheless get the same outcome or treatment (such as allocation to a
job or salary) in the equilibrium of the game. Note also that pooling of types is the opposite of sepa-
ration of types, where players differing in their characteristics get different outcomes; so the out-
come reveals the type perfectly.
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For exarirple, if 20To of the population is type A and B0% is type C, then the
common salarywith poolingwill be

0.2 x $150,000 + 0.8 x $100,000 :  $110,000.

The A types will then prefei the situation with separation because it yields
$114,000 instead of the $110,000 with pooling. But, if the proportions are 50-50,
then the common salary with pooling will be $125,000, and the A tlpes will be
worse off under separation than they would be under pooling. The C t],pes are
always better off under pooling. The existence of the A types in the population
means that the common salary with pooling will always exceed the C epe's sep-
aration salary of $ 100,000.

However, even if both types prefer the pooling outcome, it cannot be an
equilibrium when many employers or workers compete with one another in the
screening or signaling process. Suppose the population proportions are 50-50
and there is an initial equilibrium with pooling where both types are paid
$125,000. An employer can announce that he will pay $132,000 for someone
who takes just one tough course. Relative to the initial situation, the A tlpes will
find it worthwhile because their cost of taking the course is only $6,000 and it
raises their salary by $7,000, while C types will not find it worthwhile, because
their cost, $9,000, exceeds the benefit, $7,000. Because this particular employer
selectively attracts the A \pes, each of whom is worth $150,000 to him but is
paid only $132,000, he makes a profit by deviating from the pooling salary
package.

But his deviation starts a process of adjustment by competing employers,
and that causes the old pooling situation to collapse. As A types flock to work for
him, the pool available to the other employers is of lower average quality, and
eventually they cannot afford to pay $125,000 anyrnore. As the salary in the pool
is lowered, the differential between that salary and the $132,000 offered by the
deviating employer widens to the point where the C types also find it desirable
to take that one tough course. But then the deviating employer must raise his
requirement to two courses and must increase the salary differential to the
point where two courses become too much of a burden for the C types, while
the A types find it acceptable. Other employers who would like to hire some
A types must use similar policies if they are to attract them. This process contin-
ues until the job market reaches the separating equilibrium described earlier.

Even if the employers did not take the initiative to attract As rather than Cs,
a Rpe A earning $125,000 in a pooling situation might take a tough course, take
his transcript to a prospective employer, and say: "I have a tough course on my
transcript, and I am asking for a salary of $132,000. This should be convincing
evidence that I am type A; no type C would make you such a proposition." Given
the facts of the situation, the argument is valid, and the employer should flnd it
very profitable to agree: the employee, being type A, will generate $150,000 for
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the employer but get only $132,000 in salary. other A tlpes can do the same.
This starts the same kind of cascade that leads to the separating equilibrium.
The only difference is who takes the initiative. Now the tlpe A workers choose to
get the extra education as credible proof of their type; it becomes a case of sig-
naling rather than screening.

The general point is that, even though the pooling outcome may be better
for all, they are not choosing the one or the other in a cooperative binding
process. They are pursuing their ornm individual interests, which lead them to
the separating equilibrium. This is like a prisoners' dilemma game with many
players, and therefore there is something unavoidable about the cost of the in-
formation asymmetry.

In other situations that lack such direct competition among many players, it
may be possible to have pooling equilibria as well as separating ones. And that
does not exhaust the possibilities. In a fully separating equilibrium, the out-
come reveals the type perfectly; in a pooling equilibrium, the outcome provides
no information about type. Some games can have intermediate or semiseparat-
ing equilibria, where the outcome provides partial information about type. such
games require somewhat more difficult concepts and techniques, and we post-
pone an example until Section 5.

we have considered only two types, but the idea generalizes immediately.
suppose there are several t],?es: A, B, c, . . . , ranked in an order that is at the
same time decreasing in their worth to the employer and increasing in the costs
of extra education. Then it is possible to set up a sequence of requirements of
successively higher and higher levels of education, such that the very worst ty?e
needs none, the next-worst type needs the lowest level, the type second from
the bottom needs the next higher level, and so on, and the types will self-select
the level that identifies them.

In this example, we developed the idea of a tough course requirement as
evidence of skills seen mainly from the perspective of the employer-that is,
as an example of a screening device. But at times we also spoke of a student
initiating the same action as a signal. As mentioned earlier, there are indeed
many parallels between signaling and screening, although in some situations
the equilibrium can differ, depending on who initiates the process and on the
precise circumstances of the competition among several people on the one
side or the other of the transaction. we will leave such details for more ad-
vanced treatises on game theory. Here, we make a further point specific to
signaling.

Suppose you are the informed party and have available an action that would
credibly signal your good information (one whose credible transmission would
work to your advantage). If you fail to send that signal, you will be assumed to
have bad information. In this respect, signaling is like playing chicken: if you
refuse to play, you have already played and lost.
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You should keep this in mind when you have the choice between taking a
course for a letter grade or on a pass-fail basis. The whole population in the
course spans the whole spectrum of grades; suppose the average is B. A stu-
dent is likely to have a good idea of his own abilities. Those reasonably confi-
dent of getting an A* have a strong incentive to take the course for a letter
grade. \Mhen theyhave done so, the average of the rest is less than B, say, B-,
because the top end has been removed from the distribution. Now, among the
rest, those expecting an A have a strong incentive to switch. That in turn low-
ers the average of the rest. And so on. Finally, the pass-fail option is chosen by
only the cs and Ds. And that is how the reader of a transcript (a prospective
employer or the admissions officer for a professional graduate school) will in-
terpret it.

Suppose you are the owner of a firm, looking for a manager to undertake a proj-
ect. The outcome of the project is uncertain, and the probability of success de-
pends on the quality of the manager's effort. If successful, the project will earn
$600,000. The probability of success is 60% (0.6) if the manager's effort is of rou-
tine quality but rises to B0% if it is of high quality.

Putting out high-quality effort entails a subjective cost to the manager. For
example, he may have to think about the project night and day, and his family
may suffer. You have to pay him $100,000 even for the routine effort, but he re-
quires an extra $50,000 for making the extra effort.

Is the extra payment in return for the extra effort worth your while? Without
it, you have a 0.6 chance of$600,000 (that is, an expected value of9360,000), and
you are paying the manager $100,000, for an expected net profit of $260,000.
With it, the expected proflt becomes 0.8 x $600,000 - $150,000 : $480,000 -
$150,000 : $330,000. Therefore the answer is yes; paying the manager $50,000
for his extra effort is to your beneflt.

How do you implement such an arrangement? The manager's contract
could specify that he gets a basic salary of $100,000 and an extra 950,000 if his
effort is of high quality. But how can you tell? The manager might simply take
the extra $50,000 and make the routine effort anluay. Much of the effort may be
thinking, which may be done at home evenings and weekends. The manager
can always claim to have done this thinking; you cannot check on him. If the
project fails, he can attribute the failure to bad luck; after all, even with the high-
quality effort, the chances of failure are I in 5. And if a dispute arises between
you and the manager about the quality of his effort, how can a court or an arbi-
trator get any better information to judge the matter?
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If effort cannot be observed and, in case of a dispute, verified in a court of
law, then the manager's contract must be based on something that can be ob-
served and verified. In the present instance, this is the project's success or fail-
ure. Because success or failure is probabilistically related to effort, it gives some
information, albeit imperfect, about effort and can serve to motivate effort.

consider a compensation package consisting of a base salary, g along with a
bonus, b, thar is paid if the project succeeds. Therefore the manager's expected
earnings will be s + 0.6b if he makes the routine effort, and s a O.Bb if he makes
the high-quality effort. His expected extra earnings from making the better ef-
fort will be (s * 0.Bb) - (s + 0.6b) or (0.8 - 0.6)b : 0.2b. For the extra effort to be
worth his while, it must be true that

0.2 x b> $50,000 or b> $250,000.

The interpretation is simple: the bonus, multiplied by the increase inthe probabil-
ity of getting the bonus if he makes the extra effort, equals the manager's expected
extra earnings from the extra effort. This expected increase in earnings should be
at least enough to compensate him for the cost to him of that extra effort.

Thus a sufficiently high bonus for success creates enough of an incentive for
the manager to put out the extra effort. As in Section 3, this is called the incentiue-
compatibility condition or constraint on your compensation package.

There is one other condition. The package as a whole must be good enough to
get the manager to work for you at all. V\4ren the incentive-compatibility condi-
tion is met, the manager will make the high-quality effort if he works for you, and
his expected earnings will be s + 0.8b. He also requires at least $150,000 to work
for you with high-quality effort. Therefore your offer has to satis$r the relation

s+0.8b>$150,000.

This relation is called the participation condition or constraint.
You want to maximize your or,rrr profit. Therefore you want to keep the

manager's total compensation as low as possible, consistent with the incentive-
compatibility and the participation constraints. To hold it down to its floor of
$150,000 means choosing the smallest value of s that satisfies the participation
condition, or choosing s: $150,000 - 0.8b. But, because b must be at least
$250,000, s can be no more than 9150,000 - 0.8 x $250,000 : $150,000 -
$200,000: -  $50,000.

\Alhat does a negative base salary mean? There are two possible interpreta-
tions. In one case, the negative amount might represent the amount of capital that
the manager must put up for the project. Then his bonus can be interpreted as the
payout from an equity stake or partnership in the enterprise. The second possibil-
ity is that the manager does not put up any capital but is flned if the project fails.

sometimes neither of these possibilities can be done. eualified applicants
for the managerial job may not have enough capital to invest, and the law mav
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prohibit the fining of employees. In that case, the total compensation cannot be
held down to the minimum that satisfies the participation constraint. For exam-
ple, suppose the basic salary, s, must be nonnegative. Even if the bonus is at the
lowest level needed to meet the incentive-compatibility constraint-namely,
b : $250,000-the expected total payment to the manager when s takes on the
smallest possible nonnegative value (zero) is 0 + 0.8 x $250,000 : $200,000.
You are forced to overfulfill the participation constraint.

If effort could be observed and verified directly, you would write a contract
where you paid a base salary of 9100,000 and an extra 950,000 when the man-
ager was actually seen making the high-quality effort, for a total of $150,000.
\tVhen effort is not observable or verifiable, you expect to pay $200,000 to give
the manager enough incentive to make the extra effort. The additional 950,000
is an extra cost caused by this observation problem-that is, by the information
asymmetry in the game. Such a cost generally exists in situations of asymmetric
information. Game theory shows ways of coping with the as],rnmetry but at a
cost that someone, often the less-informed player, must bear.

Is this extra cost of circumventing the information problem worth your
while? In this instance, by paying it you get a 0.8 probability of 9600,000, for an
expected net proflt of

0.8 x $600,000 - $200,000 :  $480,000 - $200,000 :  $280,000.

You could have settled for the low effort, for which you need pay the manager
only the basic salary of $100,000 but get only a 60% probability of success, for an
expected net profit of

0.6 x $600,000 - $100,000 :  $360,000 - $100,000 :  $260,000.

Thus, even with the extra cost caused by the information asymmetry, you get
more expected profit by using the incentive scheme.

But that need not always be the case. Other numbers in the example can lead
to different results; if the project when successful yields only $400,000 instead of
$600,000, then you do better to settle for the low-pay, low-effort situation.

The nature of the problem here is analogous to that faced by an insurance
company whose clients run the risk of a large loss-for example, through theft
or fire-but can also affect the probability of the loss by taking good or poor pre-
cautions or by being more or less careful. If you are not sure that you double-
locked your front door when you left your house, it is tempting not to bother to
go back to check again if you are insured. As mentioned earlier, the insurance
industry calls this problem moral l:razard. Sometimes there may be deliberate
fraud-for example, setting fire to your own house to collect insurance-but in
many situations there is no necessary judgment of morality.

Economic analyses of situations of as1'mmetric information and incentive
problems have accepted this terminology. Most generally, anyslrategic interaction
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where one person's action is unobservable or unverifiable is termed moral hazard.
In the insurance context, moral hazard.is controlled byrequiring the insured to re-
tain a part of the risk, by using deductibles or coinsurance. This acts as an incen-
tive scheme; in fact, it is just a mirror image of our contract for the manager. The
manager gets a bonus when the outcome, whose probability is affected by his ef_
fort, is good; the insured has to carry some loss when the outcome, whose proba-
bility is affected by his care, is bad.

Real-world moral hazard problems may be more or less severe than our
simple example, and the incentive schemes to cope with them less or more fea-
sible, depending on circumstances. Here, we supposed that the success or fail-
ure of the project was objectively observable. But suppose the manager can
manipulate the situation so that the project seems to have succeeded, and the
truth becomes apparent only after he has collected his bonus and disappeared.
This possibility is not far-fetched; many firms that were hailed in 2000 as won_
ders of the new economy were seen in 2002 to have been mere shells, and their
previous claims of earnings or revenues were found to have been accounting
tricks. The ornmers (outside shareholders) suffered, while the managers took
away handsome compensation packages.

on the other hand, there are ways in which the or.rmer can get more accu-
rate information about the manager's effort. For example, if he has several man_
agers working in parallel on similar projects and the components of luck in their
outcomes are positively correlated with one another, then the owner can judge
each manager's effort by comparing his outcome with that of the other man-
agers. one manager cannot blame his lack of success on poor luck if other man_
agers have shown better outcomes. only a conspiracy among all managers can
defeat such a comparative evaluation, and an attempt at such a conspiracy is
subject to a prisoners' dilemma where one manager can get a handsome reward
byworking hard while all the others slack.

Another possibility of mitigating moral hazard, in our example arises if the
owner and the manager interact repeatedly and the component of luck in differ_
ent periods is independent. Now although a few and occasional failures might
be due to bad luck, a whole string of successive failures is less likely to have this
cause. Thus the manager's persistent slackening can be detected with greater
accuracy, and better incentive schemes can be designed.

In sections 3 and 4, we explained the general concepts of screening and signal-
ing and the possible outcomes of separation and pooling that can arise when
these strategies are being used. we saw how these concepts would operate in an
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environment where many employers and employees meet one another, and so
the salaries are determined by conditions of competition in the market. Ifow-
ever, we have not specified and solved a game in which just two players with dif-
ferential information confront each other. Here, we develop an example to
show how that can be done. In particular, we will see that either separating or
pooling can be an equilibrium and that a new type of partially revealing or
semiseparating equilibrium can emerge. Some of the concepts and the analy-
sis get a little intricate, and beginning readers can omit this section without loss
of continuity.

Our game has two players, an Attacker and a Defender. The Defender may
be Tough or Weak. The Attacker has to decide whether to Invade, without
knowing the Defender's precise type. In the absence of any other information,
the Attacker assumes that the probability of the Defender being Tough is 0.25.10
The Defender knows that this is the Attacker's belief, and the Attacker knows
that the Defender knows, and so on. In other words, this is common knowledge.
If the Attacker invades and the Defender turns out to be Tough, there is a fight
that costs both players 10, whereas, if the Defender turns out to be Weak, he
gives in without a fight, and loses 5, which the Attacker gains. Finally, the De-
fender has an opportunity to make a first move and to take an action, which we
call a Signal, and which costs 6 regardless of the Defender's type. The Attacker
makes the second move after having observed whether the Defender has cho-
sen to Signal. Our goal is to determine whether a Tough Defender can credibly
signal his type by using the available action. The outcome of the game depends
on our speciflc choices of numbers for these probabilities and payoffs. We will
vary the numbers to show how the outcomes change and will later offer a gen-
eral algebraic statement.

This generic example captures features of many games in reality. In interna-
tional relations, one country may be contemplating aggression against another,
without knowing how serious the resistance will be. The defending country can
make visible preparations to meet the aggression, but, if it is fundamentally
weak, the preparations will come to naught if an invasion actually occurs.lr In
economics, a firm may be considering entry into an industry that has an estab-
lished monopoly, without knowing for sure how tough a competitor the estab-
lished firm will be. The established firm can take actions-installing capacity to

to'Ihis probability is as if the actual Defender player were picked randomly from a population of
potential players, ofwhich a quarter are Tough types.

lrAnalyses of this include Robert Jervis, The Logic of Images in International Relations (Princeton:
Princeton University Press, 1970); Barry Nalebufl "Rational Deterrence in an Imperfect World,"
World Politics, vo1. 43, no. 2 (April 1991), pp. 313-335; James Fearon, "Signaling Versus the Balance
of Power and Interests," Journal of ConJlict Resolution, vol. 38, no. 2 (June 1994), pp. 236-269; and
Robert Powell, "Uncertainty, Shifting Power, and Appeasement," American Political Science Reuiew,
vol. 90, no.4 (December 1996.), pp. 749 764.
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flght a price war or charging a low price as evidence of its ability to produce at a
low cost-to convince the newcomer that entry would mean a costly price war

against a tough opponent, thereby deterring entry.t2 In nature, several animals

have the ability to appear bigger or stronger temporarily when threatened, even
though this ability does not help them if it actually comes to a fight.13 In tough

inner-city neighborhoods, young men display expensive clothes, jewelry, and
other "things that may require defending." This "presentation of self announces

that [a man] can take care of himself should someone choose to tangle with

him."]a
This idea of signaling toughness is appealing but problematic. As Robert

Jervis pointed out in the early 1970s, a weak defender has greater need to avoid
invasion than a tough one does; so the signaling action should be interpreted as
weakness, not toughness. But, if that is how potential aggressors interpret it,
why would anyone bother to provide the costly signal? To sort out this confus-
ingly circular argument, we must examine the complete game and its equilibria.
We begin with the game tree in Fi$ure 9.6.

As usual when there is uncertainty arising from something other than the
players' random actions, we introduce a neutral player, Nature, who starts the
game by choosing a Tough (T) Defender with probability 0.25 or a Weak (\,A/) De-
fender with probability 0.75. At each of the resulting nodes, the Defendet, know-

ing his o\,!Tr type, decides whether to Signal (S) or not (NS). There are now four

nodes, at each of which the Attacker decides whether to Invade (I) or not (NI).

But the Attacker observes only the Defender's action and not Nature's; so he
can distinguish neither a Tough Signaling Defender from a Weak Signaling one
nor a Tough Not Signaling Defender from a Weak Not Signaling one. Therefore

there are two information sets for the Attacker: one consists of the two nodes

where the Defender has chosen S, and the other consists of the two nodes where

the Defender has chosen NS. At both nodes of a single information set, the At-

tacker must choose the same action, I or NL
What is the appropriate notion of equilibrium in such a game? Many of

the ideas of rollback in sequential-move games continue to apply. The At-

r2For surveys of this work, see Robert Wilson, "strategic Models of Entry Detenence," Handbook

of Game Theory,vol,. 1, ed. Robert Aumann and Sergiu Hart (Amsterdam: North-Holland, 1994), pp.

305-329; and Kyle Bagwell and Asher Wolinsky, "Game Theory and Industrial Organization," Hand-
book of Game Theory, vol. 3, ed. Robert Aumann and Sergiu Hart (Amsterdam: North-Holland,
2002), pp. 185 l-I89s.

r3For example, when a gazelle on the African savannah sees a cheetah approaching, it repeatedly
leaps in place to heights of 6 feet or more. The aim is to signal to the cheetah that the gazelle is so
strong that chasing it would be fruitless. See Fernando Vega-Rodando and Oren Hasson, "A Game-
Theoretic Model of Predator-Prey Signaling," Journal of Theoretical Biology, vol. 162, no. 3 (June

I993), pp.309-319.
r4Elilah Anders on, Code of the Street (New York: Norton, I 999), pp. 23, 73.
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FIGURE 9.6 Game of Siqnal ing Toughness

tacker's choice at each of his information sets should be optimal for him, and
the choice of each type of Defender should be optimal for him, taking into ac-
count the Attacker's subsequent choices. But there is something more. The
Attacker observes the Defender's action, S or NS, and can draw inferences
from it. For example, if the equilibrium strategy for the Defender entails the
T types choosing S and the W types choosing NS, then an observation of S is
evidence that the Defender is of type T. That is, having observed a Defender
choosing S, the Attacker will know with certainty that the Defender is a
T type; the probability of the T type becomes 1, not tti'e 25To that it was in the
absence of further information. VVhen looking for equilibria in signaling
games of this type, we should allow a rational Attacker, when choosing
whether to invade, to draw all such inferences and should also allow a ratio-
nal Defender, when choosing whether to signal, to recognize that the At-
tacker is going to draw such inferences.
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In probability theory, Bayes' rule governs this kind of updating of probabili-

ties on the basis of interim obseruations.l5 The Attacker's optimal choice may be

affected by his updating of the probabilities of meeting the two t1?es. Therefore

we must augment the rollback or subgame-perfectness notion of equilibrium

and require that

1. at each information set, the player acting there takes the best action in

light of the available information, including probabilities of alternatives

if the information is not deflnite, and
2. players draw the correct inferences from their observations, as specified

by Bayes' rule for updating probabilities.

An outcome satisfying these criteria is called a perfect Bayesian equilibrium
(PBE).

In preceding chapters, we found equilibria of sequential-move games by

starting at the end and working backward. But, in games such as the one we

now face, the later actions require updating of information based on other play-

ers' earlier actions. This introduces an unavoidable circularity, which invali-

dates simple unidirectional rollback reasoning. Instead, we must now first

specify a full set of strategies (complete plans of action) and belief formation
(revision of probability estimates) at all stages of the game and for all players.

After we have specifled the strategies and belief-formation processes, we then

must determine whether they meet all the requirements of a PBE. To do so for

our example, we consider a variety of logically conceivable outcomes and test
for the existence of a PBE.

A. SeparatingEquilibrium

To get a separating equilibrium, the Defender's action must fully reveal his type.
The Attacker then knows with certainty the location of the decision node at
which he flnds himself in the second stage of the game. We will consider the
case in which the Defender's action truthfully reveals his t1pe.16 Specifically,
suppose the Defender chooses S if his tlpe is T or chooses NS if his type is W.
The Attacker infers the Defender's type from the observed actions (Defender is

type T if S is observed or W if NS is observed) and chooses I if the Defender has

chosen NS but NI if the Defender has chosen S.

isSee the Appendix to this chapter for an explanation of Bayes' rule.
r6One might also think it possible to get separation if the Defender always pretends to be the

other ty?e and the Attacker infers that he faces a T-t]?e Defender when the action NS is observed.
However, this set of strategies is not an equilibrium of the game as specified. We investigate the pos-

sibilitv of this equiiibrium later in Section 5.D.
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Are these strategies an equilibrium of the game? To answer this question,
we check whether the actions and beliefs satiss/ the two criteria already stated.
First, if the Attacker finds himself in the S information set (having observed s),
then, given the Defender's strategy of choosing S if and only if of type T, the At-
tacker is correct to infer with certainty that he is actually at the upper node (fac-
ing a T-type Defender with probability t). The Attacker's best choice at this
node is NI, which gets him the payoff 0; choosing I would have got him - 10.
Similarly, at the NS information set, the Attacker will infer with certainty that he
is at the lower node (facing a w-type Defender with probability t). Here, he
chooses I which gets him 5; NI would have yielded 0. Next, we look at the opti-
mality of actions of the two types of Defenders, given the strategies and beliefs
of the Attacker. Consider a T-type Defender. If he chooses S, the Attacker will
believe him to be type T and choose NI; so the Defender will get -6. If the De-
fender chooses NS, the Attacker will believe that he faces a w-type Defender
and choose I; then the Defender, who is actually type T, gets the payoff -10. A
T-type Defender prefers the stipulated action of s in this case. Following the
same steps of reasoning, a w-type Defender, who gets -6 from s (the Attacker
chooses NI) and -5 from NS, also prefers the stipulated action of NS.

Our analysis shows that the specified strategies and belief-formation
process for the Attacker do constitute an equilibrium of this game. Each player,s
specifled action is optimal for him, and correct inferences are drarnm from ob-
serving actions. Thus, with the specified payoff structure, there is a fully sepa-
rating equilibrium in which the Defender truthfully signals his t1pe.

But what if we alter the payoff structure slightly? Suppose that the cost of
signaling falls to 4, less than the cost (to a w-type Defender) of giving in without
a flght. Then the game changes to the one illustrated in Figure 9.7, and the spec-
ified strategies are no longer an equilibrium. The Attacker, inferring type T from
an observation of S and type w from an observation of NS, still chooses NI if S
and I if NS. And the T-type Defender still prefers S (which yields -4) to NS
(which yields -10). But the w-type Defender now gets -4 if he chooses S and
-5 if he chooses NS. The w type's optimal choice is not NS; the requirements of
a PBE are no longer met. clearly, the existence of the separating equilibrium,
and indeed any equilibrium, in this signaling game depends critically on the rel-
ative magnitudes of the payoffs associated with different strategy combinations.
We examine the general implications of this conclusion in greater detail in Sec-
tion 5.D, but flrst look speciflcally at two other possible types of equilibria.

B. Pooling Equilibrium

As we saw at the end of the last subsection, changing the payoffs in our game led
to the disappearance of the separating equilibrium with truthful signaling, be-
cause a w-type Defender will also choose S. In this situation, therefore, it is
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conceivable to have an equilibdum in which the two tlpes of Defenders choose
the same action-that is, the t)?es are pooled. Let us consider a possible pool-
ing equilibrium in which all Defenders choose NS. If the Attacker observes NS,
he cannot update his information and makes his optimal choice between I and
NI knowing only that his opponent is Tough with 2s% probability. And, if the
Attacker observes s, we suppose that he attributes this type of ,,mistake,, equally
to both tlpes of Defenders; that is, if he observes s, the Attacker also cannot up_
date his information regarding the Defender's type and so makes his optimal
choice by assuming that either type is equally likely.rT

_ 
rThe Attacker's complete plan of action must speci|r his response to all possible choices of the De_

fender, even those that are not expected to occur in equilibrium. Bayes' rule provides no guide on how
to update probabilities after obseruing an event that should never have haipened-that is, one withprobability zero. What we do in this section is specisz two reasonable conventions that the Attacker
could adopt in such a situation. A large body ofliterature examines the reasonableness and conse-
quences of various alternatives, but we leave that to more advanced treatments. For more on this
topic, see Drew Fudenberg and lean Tirole, Game Theory (cambridge: MIT press, 1992), chapter r r.

'i) it,"',./l
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If this set of strategies and information updating processes is an equilib-
rium, then it must be optimal for Defenders of both tJ,lpes to choose NS, given
the Attacker's optimal choice of action. The Attacker, observing either S or NS
and choosing I, gets a payoff of - 10 if the Defender is Tough and a payoff of 5 if
the Defender is Weak. Thus, the Attacker's expected payoff from choosing I is
(-10 X 0.25) + (5 X 0.75) : L.25. Similarly, if the Attacker observes either S or
NS and chooses NI, his payoff is 0 against a Tough or a Weak Defender; his ex-
pected payoff from choosing NI is 0. The Attacker's preferred choice is then I
whether he sees S or NS. Given this choice, the Tough Defender can determine
that he gets -14 from choosing S and -10 from choosing NS; the Weak De-
fender gets -9 from S and -5 from NS. Both types of Defenders prefer to choose
NS. Thus the specified actions satisfy the conditions for a PBE.

This equilibrium with pooling is achieved in part because of the Attacker's
stated inability to discern information from an observed occurrence of (the out-
of-equilibrium action) S. Suppose instead that we proposed a different outcome
in which both types of Defenders continue to choose NS, but the Attacker up-
dates his information differently when he sees S. Rather than interpreting S as a
mistake equally likely to have come from either Defender type, the Attacker now
interprets S as a sure sign of toughness. Then, when the Attacker observes S, he
chooses NI because it yields 0 against a T-type Defender versus the - 10 that he
gets from choosing I. \I/hen the Attacker observes NS, he chooses I as he did
before. Knowing this choice, the W-type Defender sees that he gets -4 from S
and -5 from NS; so he prefers S. Similarly, the T-type Defender gets -4 from S
and - 10 from NS; so he, too, prefers S. Both types of Defenders choosing NS in
this case cannot be an equilibrium, because both want to signal when the At-
tacker interprets that signal to mean that he faces a Tough Defender. This exam-
ple shows the importance of specifying the Attacker's updating process when
describing a pooling equilibrium.

C. Semiseparating Equilibrium

In the preceding example, we saw that it is possible with the specified payoffs
and updating processes for our game to have neither a separating nor a pooling
equilibrium. But one final possible tlpe of equilibrium can arise in this asym-
metric information game. That equilibrium entails mixing by the Attacker and
by one of the Defender types. Such a situation could arise if one of the Defender
types gets the same payoff from S and NS when the Attacker mixes and is there-
fore willing to mix between the two, whereas the other type clearly prefers one
of S and NS. For example, consider the outcome in which all T-type defenders
choose S while W-types mix. Observing S then gives the Attacker some-but not
full-information about the Defender's t)4)e, hence the name semiseparating
equilibrium that is used to describe this case. The Attacker must carefully
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update his probabilities by using Bayes' rule and the equilibrium will require
that he mix his actions on observing S to maintain the W-type's indifference be-
tween S and NS.18

To determine whether the stated set of strategies is an equilibrium of the
game, we need to solve for the mixture probabilities used by both the w-type
Defender and the Attacker. suppose the probability of a w type choosing s in
his equilibrium mixture is .r. This value of .r must keep the Attacker indifferent
between I and NI. But the Attacker now can use an observance of S to update his
probabilities about the type of Defender he faces. Given that all T types will play
S and that w rypes also play S with probability "r, the probability that rhe At-
tacker sees S played is now 0.2s + 0.75-r. This result follows from the combina-
tion Rule of probabilities in the Appendix to chapter 7: the probability of a
T t]'pe is 0.25 and the probability that a T t),pe chooses s is I; the probability of a
w tlpe is 0.75 and the probability that a w tlpe chooses S is x. The Attacker can
now revise his probability that the Defender is type T, taking into account the
observation of S. The part of the probability of s that is attributed to a type-T
Defender is 0.25; so, when the Attackers sees S, he assumes he is facing a Tough-
t}pe Defender with probability 0.251(0.2s + 0.78x). Similarly, rhe revised proba_
bility that the Defender's type is w taking into account an observation of S, is
0.75x1(0.25 + 0.75i.

we can now use the information on the Attacker's inferences from an ob-
servation of S to determine the value of x in the w type's mix that will keep the
Attacker indifferent between I and NI. If the Attacker observes S, his expected
payoff from choosing I is

o.zsffirsx(- ro) - od#n*t
His expected payoff from NI is 0. He likes the two equally and is therefore willing
to mixbetweenthemif  (0.25 x -10) + (0.75x X b) :  0,or3.7Sx:2.5,or x:
2 | 3. rf the Attacker sees NS, he infers that the Defender is a w type for sure (only
W types are choosing NS) and therefore chooses I with certainty.

so far, we know that a w-t1pe Defender can keep the Attacker indifferent
between I and Ni by mixing with probabiliqr 213 on s and 1/3 on NS. But, for
there to be an equilibrium, the Attacker's mixture probabilities, on observing s,
must also keep the weak Defender indifferent between S and NS. suppose the

IsAgain, there are other possible ways to configure an equilibrium with mixing, including the
possibility of mixing by both types of Defender. We focus here on the one case in which a semisepa-
rating equilibrium exists for this game and leave the derivation of other possible equilibria, along
with the conditions under which they exist, to those able to pursue more advanced treatments of
the toDic.
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Attacker's probability of choosing I on seeing S is y. Then a W-type Defender ex-
pects a payoff of -9y - 4(I - y) from S. If he chooses NS, this choice will draw
the response of I for sure from the Attacker; so the Weak Defender will get -5.

These tvvo are equal and the W type will mix if - 5y - -I, or y: Il5.
Finally, we need to confirm that the T type wants to choose S with certainty.

Given y: ll5, choosing S gets him -l4y - 4(l - y) : -6; choosing NS gets
him - 10. Therefore he prefers the specified pure strategy of choosing S.

Putting it all together, we do have all of the necessary ingredients for a semi-
separating equilibrium in this case. The T-t1pe Defenders choose S always. The
W-type Defenders mixbetween S (2/3 of the time) and NS (1/3 of the time). And
the Attacker, using Bayesian updating on the observation of S, mixes I (1/5 of
the time) and NI (415 of the time) when he sees S and plays I with certainty
when he sees NS.

D. GeneralTheory

Our analysis of the Attacker-Defender game has so far been constrained by the
specified payoff and probability values in Figures 9.6 and 9.7. It is possible to
consider a more general form of the game, as shor,t'n in Figure 9.8, in which pay-
offs are shor,rrn with variable names. Here, C represents the cosf of the signal (S); F
is the cost of a fight (when the Attacker invades a Tough Defender); and G stands
for gain (to the Attacker from invading a Weak Defender). Similarly, p represents
the probability that the Defender is Tough. For reference, in our preceding ex-
amples, F was 10, G was 5, and pwas 0.25; C was originally 6 and later 4.

Using this general payoff structure, we could redo the analysis in Sections
5.A through 5.C and derive conditions on the parameters C, F, G, and p under
which the various candidate outcomes are equilibria. Recall that in Section 5.A
we found a separating equilibrium in which T-t1pe Defenders choose S, W types
choose NS, and the Attacker chooses NI if he observes S and I if he observes NS.
Following the same steps of reasoning, we can see that the Attacker's inferences
are correct and his choice is optimal, given the Defender's strategy, because G >
0. A tlpe-T Defender choosing S draws the response NI and gets -C; choosing
NS would have drawn I and yielded -F. Therefore S is optimal for the tlpe-T
Defender as long as -C > -F, or C < F. A similar calculation shows that NS is
optimal for a type-W Defender if -G > -C, or G < C. Putting it all together, we
see that, for the general game in Figure 9.8, such a separating equilibrium is
possiblewhenG < C < F; notethatourchosennumbers (G :  5,  C :  6,  F :  10)
in Figure 9.6 do meet this restriction.

Similar calculations can be done for other conceivable types of equilibria in
each category. We tabulate the results in Figure 9.9. For each type of
equilibrium-separating, pooling, and semiseparating-the table shows sets of
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FIGURE 9.8 General Version of Signal ing Game

strategies that might meet the criteria for a PBE of that type and the parameter
values for which those strategies do meet those criteria. Algebraically adept read-
ers can do the calculations as an exercise. Others can take the details of calcula-
tion for granted and merely note some useful ideas that emerge from the table.

First, the ranges of values of the payoffs and probabilities that yield the dif-
ferent t5,pes of equilibria are not mutually exclusive. Thus it is possible that a
given combination of C, F, G, and p permits multiple equilibria. As an obvious
example, a pooling equilibrium in which no q,?e of Defender signals and the At-
tacker always invades is possible for any C, F, G, and p if a deviant choice of S is
interpreted as a mistake that could have been made with equal likelihood by ei-
ther tlpe of Defender. Therefore such an equilibrium can coexist with any other
type that might exist for particular values of C, F, G, and p. More substantively, it
is possible to satisfu both G < C < F (for separation) and C < Fwith (1 - p)G <
pF (for semiseparation) at the same time. And it is possible to have C < G and
(l - p)G > pF and get either pooling or semiseparation.

-cNI

-G
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FIGURE 9.9 General Results for Equil ibria in Signaling Game

We came across multiplicity of equilibria in other contexts. For example, the
game of chicken in Chapters 4 andT had two equilibria in pure strategies and one
in mixed strategies. We pointed out that some other principle or procedure-
focal point, commitment device, and so forth-is needed to select an outcome
from the set of possible equilibria. The same is true in the present context. Nu-
merous "refinements" of perfect Bayesian equilibrium have been proposed for
this purpose, but all are mathematically difficult, and the choice among them is
not always clear. Therefore we will leave the study of equilibrium refinements to
more advanced levels of game theory.

Next, consider why signaling "works" in this example-fully in the separat-
ing equilibria or partially in the semiseparating ones. As usual, there must be
some difference between the types. However, we have assumed that the direct
cost of signaling C is the same for the two types of Defenders in this game. The
difference in behavior arises in equilibrium because of the interaction of beliefs
and actions. For example, in the fully separating equilibrium, S draws the re-
sponse NI and NS draws I. Therefore the difference in payoffs between choosing

Equil ibrium
type

Equil ibrium Strategies

Equi l ibr ium
exists

Defender
Attacker

T type W type

Separating
(fully)

S N5 Nli f5andl i fNS if G < c < F

NS l i fSandNl i fNS never

Pool ing

NS N5

No updat ing i f  S;
l i f (1-p)G>pFand

Nl i f (1-p)G<pF

foranyG,C,F,orp

Assume T i f  5;
always choose I

forC>FandC>G,
and (1 -  p)G > pF

5 5

No updat ing i f  NS;
l i f  (1-p)G>pFand

Nl i f (1-p)G<pF

never

Assume W if NS;
l i f (1-p)G>pFand

Nl i f  (1 -p)G <pF

forC<FandC<G,
and (1 -  p)G < pF

Semiseparating

5 Mix (S with
prob. x)

Update using p and x;
mix if 5 (l with

prob. y) and I if NS

if  C < G, and
(1 -  p)G> pF

Mix (S with
prob. x)

NS Update using p and x;
mix if NS (l with

prob. y) and Nl if S

if C < F, and
(1 -p)G <pF
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SandchoosingNSis (  C) -  ( -F):  F -  CfortheTg,pe,and (-C) -  ( -G):
G - c for the wtype. Because G < c < F in this case, S is betterthan NS for the
T type but worse for the W bpe.

Finally, we can resolve lervis's paradox in the light of our findings. He ar-
gued that a weak defender has the greater need to avoid invasion, and so per-
haps the signal should be interpreted as a sign of weakness. A fully separating
outcome of this kind is in the second row of the table in Figure 9.g, but we see
that it cannot be an equilibrium for any combination of c, F, G, and p. The intu-
ition is that the signal is costly and, if the Attacker is going to interpret it in a way
unfavorable to the Defender, a rational Defender of either type would not find it
optimal to give such a signal.

But the semiseparating equilibrium where the Defender chooses to signal if
T tlpe and not to signal if w type (the row second from the bottom in the table
of Figure 9.9) has some features of Jervis's argument. The weak wanr ro appear
strong but can do so only partially. The same happens among Elijah Anderson,s
inner-city youth. He finds that many, but not all, of the "decent" ones who want
to succeed in mainstream society nevertheless have the ability to "code-switch"
and "develop a repertoire of behaviors" that provide them security in the
"street."re This is an example of the weak partially mimicking the tough.

As we saw in Section 5, the characterization and solution of perfect Bayesian
equilibria for games of signaling and screening entail some quite subtle con-
cepts and computations. Should we expect players to perform such calculations
correctly? How realistic are these equilibria as descriptions of the outcomes of
these games?

There is ample evidence that people are very bad at performing calculations
that include probabilities and are especially bad at conditioning probabilities on
new information.20 These calculations are exactly the ones that must be performed
to update one's information on the basis of observed actions. Therefore we should
be justiflably suspicious of equilibria that depend on the players doing so. Relative
to this expectation, the findings of economists who have conducted laboratory ex-

reAnderson, Code of the Street, p. 36.
20Deborah 

I. Bennett, Randomness (cambridge: Harvard University press, lggS), pp. 2-3 and
chapter 10. see also Paul Hoffman, The Man l,\1to Louerj only Numbers (New york: Hyperion, l99B),
pp. 233-240, for an entertaining account of how several probabihty theorists, as well as the brilliant
and prolific mathematician Paul Erdds, got a very simple probability problem wrong and even failed
to understand their error when it was explained to thern.
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periments of signaling games are encouraging. Some surprisingly subtle refine-
ments of perfect Bayesian equilibrium are successfully observed, even though
these refinements require not only updating of information by observing actions
along the equilibrium path, but also deciding how one would infer information
from off-equilibrium actions that should never have been taken in the first place.
However, the verdict of the experiments is not unanimous; much seems to depend
on the precise details of the laboratory design of the experiment.2l

Although the equilibria of signaling and screening games can be quite sub-
tle and complex, the basic idea of the role of signaling or screening to elicit in-
formation is very simple-players of different "q,pes" (that is, possessing
different information about their or.tm characteristics or about the game and its
payoffs more generally) should find it optimal to take different actions so that
their actions truthfully reveal their types. One can point to numerous practical
applications of this idea. Here are some examples; once you start thinking along
these lines you should be able to come up with dozens more.

1. Insurance companies usually offer a spectrum or menu of policies, with
different provisions for deductible amounts and coinsurance. Those customers
who know themselves to be particularly prone to risk prefer the policies with
low deductibles and coinsurance, while those who know themselves to be less
risky are more willing to take the policies stipulating that they have to bear more
of the losses. Thus the different risk classes have different optimal actions, and
the insurance companies use their clients' self-selection to screen and elicit the
risk class of any particular client.

2. venture capitalists are looking for inventors with good ideas, but how are
they to judge the quality of any particular idea? They look for the inventor's will-
ingness to "put his money where his mouth is"; they look for inventors who will
take up as large an equity participation in the venture as their financial situation
permits. Thus the willingness to bear a part of any loss from the project becomes
a credible indicator of the inventor's belief that his project will turn a profit.

3. The quality of durable goods such as cars and computers is hard to eval-
uate for consumers, but each manufacturer has a much better idea of the qual-
ity of his own product. And, if a product is of higher quality, it is less costly for
the maker to offer a longer or better waffanty on it. Therefore warranties can
serve as signals of quality, and consumers are intuitively quite aware of this
when they make their purchase decisions.

4. Finally, an example from biology.22 In many species of birds, the males
have very elaborate and hear,y plumage that females flnd attractive. one

zrDouglas D. Davis and Charles A. Holt, Experimental Economics (Princeton: princeton Univer-
sity Press, 1995), review and discuss these experiments in their Chapter 7.

22Matt Ridley, The Red Queen: Sex anri the Euolution of Human l/afl;re (New york: pensuin
Books, 1995), p. 148.
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should expect the females to seek genetically superior males so that their off-

spring will be better equipped to survive and attract mates in their turn. But

why does heaqr plumage indicate such desirable genetic qualities? One would

think it would be a handicap, making the bird more visible to predators (in-

cluding human hunters) and less easily mobile and therefore less able to evade

these predators. Why do females choose these handicapped males? The answer

comes from the conditions for credible signaling. Although heavy plumage is a

handicap, it is less of a handicap to a male who is genetically sufficiently supe-

rior in qualities such as strength and speed. The weaker the male, the harder it

is for him to produce and maintain plumage of a given quality. Thus it is pre-

cisely the heaviness of the plumage that makes it a credible signal of the male's

quality.

As you can see from these examples and others, such as the dating story

in Chapter 1, information asymmetry is everywhere, and strategies to deal

with it are an important part not only of the science of game theory, but also

of the art of strategy in everyday life. We hope that you will be intrigued by

these ideas and will want to learn more than we can offer you at the elemen-

tary level of this book. For this purpose, we suggest the following additional

readings:

From sociology: Erving Goffman, The Presentation of Self in Eueryday Life,

revised edition (NewYork Anchor Books, 1959).

From biology: Matt Ridley, The Red Queen: Sex and the Euolution of Human

Behauior (NewYork Penguin Books, 1995).

From economics: A. Michael Spence, Market Signaling (Cambridge: Har-

vard University Press, 197 4) .
And, finally, also from economics, two graduate-level textbooks, strictly

for the very ambitious who want to know the higher reaches of game

theory: Drew Fudenberg and Jean Tirole, Game Theory (Cambridge: MIT

Press, 1991), chapters 6-8; and David Kreps, A Course in Microeconomic

Theory (Princeton: Princeton University Press, 1990), chapters 13, 16,

and 17.

If$.Sl.$$"jl$,1.ti#iffiff'f$ffi, , SUMMARY $tl$tffii+i1i1.$$$l1f*"t]i{'.$.1i

Players with private information may want to conceal or reveal that informa-

tion, while those without the information try to elicit it or avoid it. Actions speak

louder than words in the presence of asymmetric information. To reveal infor-

mation, a credible signalis required. Signalingworks only if the signal action en-

tails different costs to players with different information. To obtain information,

when questioning is not sufficient to elicit truthful information, a screening
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scheme that looks for a specific action may be required. Screening works only if
the screening deuiceinduces others to reveal their types truthfully; there must be
incentiue compatibiliq/ b get separation. Information asymmetries may be
costly to resolve, and external effects may arise as a result of the resolution
process.

In the equilibrium of a game with imperfect information, players must not
only use their best actions given their information, but also draw correct infer-
ences (update their information) by observing the actions of others. This type of
equilibrium is kno".tm as a perfect Bayesian equilibrium. The outcome of such a
game may entail pooling, separation, or partial separation, depending on the
specifics of the payoff structure and the specified updating processes used by
players. In some parameter ranges, such games may have multiples types of PBE.

The evidence on players' abilities to achieve perfect Bayesian equilibria
seems to suggest that, despite the difflcult probability calculations necessary,
such equilibria are often observed. Different experimental results appear to de-
pend largely on the design of the experiment. Many examples of signaling and
screening games can be found in ordinary situations such as the provision of in-
surance or the issuing of government bonds.

iil{if;tl;'$flli}ltt#i:lililifffi KEY T E RM 5 f..ii$,iliiti{li$fii}it\i.:l

babbling equilibrium (268)

cheap talk equilibrium (266)
credibility (265)

incentive - comp atability
constraint (273)

incentive scheme (266)
moral hazard (000)
partially revealing equilibrium

(2Bl)
participation condition

(constraint) (278)

perfect Bayesian equilibrium
(PBE) (284)

pooling of types (274)

screening (266)

screening device (266)

self-selection (273)

semiseparating equilibrium (28 l)
separation of types (273)

signal (265)

signaling (265)

signal jamming (266)

Itlltijriilji$i1i;, EXERC|SE5 Srtfifit*Hi.li.$i ii,

1. In a television commercial for a well-knornm brand of instant cappuccino, a
gentleman is entertaining a lady friend at his apartment. He wants to im-
press her and offers her cappuccino with dessert. V\hen she accepts, he goes
into the kitchen to make the instant cappuccino-simultaneously tossing
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take-out boxes into the trash and faking the noises made by a high-class
(and expensive) espresso machine. As he is doing so, a voice comes from the
other room: "I want to see the machine . . ."

Use your knowledge of games of asymmetric information to comment
on the actions of these two people. Pay attention to their attempts to use
signaling and screening, and point out specific instances of each strategy.
Offer an opinion about which player is the better strategist.

2. "Mr. Robinson pretty much concludes that business schools are a sifting
device-M.B.A. degrees are union cards for 1'uppies. But perhaps the most
important fact about the Stanford business school is that all meaningful
sifting occurs before the first class begins. No messy weeding is done
within the walls. 'They don't want you to flunk. They want you to become
a rich alum who'll give a lot of money to the school.' But one wonders: If
corporations are abdicating to the Stanford admissions office the respon-
sibility for selecting young managers, why don't they simply replace their
personnel departments with Stanford admissions officers, and eliminate
the spurious education? Does the very act of throwing away a lot of money
and two years of one's life demonstrate a commitment to business that
employers find appealing?" (From the review by Michael Lewis of Peter
Robinson's Snapshots from Hell: The Making of an MBA, in the New York
Times, May B, 1994, Book Review section.) \A'/hat answer to Lewis's ques-

tion can you give based on our analysis of strategies in situations of asym-
metric information?

3. Firms that provide insurance to clients to protect them from the costs asso-
ciated with theft or accident must necessarily be interested in the behavior
of their policyholders. Sketch some ideas for the creation of an incentive
scheme that such a firm might use to detect fraud or lack of care on the part

of its policyholders.

4. Suppose electricians come in two types: competent and incompetent. Both
types of electricians can get certified, but for the incompetent types certifi-
cation takes extra time and effort. Competent ones have to spend C months
preparing for the certification exam; incompetent ones take twice as long.
Certified electricians can earn 100 (thousand dollars) each year working on
building sites for licensed contractors. Uncertified electricians can earn
only 25 (thousand dollars) each year in freelance work; licensed contractors
won't hire them. Each type of electrician gets a payoff equal to 16 - M,
where S is the salary measured in thousands of dollars and M is the number
of months spent getting certified. \Mhat is the range of values of C for which
a competent electrician will choose to signal with this device but an incom-
petent one will not?
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5. The managerial effort example of Section 4 of this chapter assumed that a
successful project would earn $600,000 for the firm. Using the same values
for the rest of the example (probability of success of the project is 60% with
routine quality managerial effort, manager requires $50,000 extra payrrent
for extra effort, and so forth), show that if a negative base salary is not feasi-
ble, then the firm does better to settle for the low-pay, low-effort situation
when the value of the successful project is only $400,000.

6. An economy has two types of jobs, Good and Bad, and two tJ,?es of workers,

Qualifled and Unqualifled. The population consists of 6OTo Qualified and
40To Unqualified. In a Bad job, either type of worker produces l0 units of
output. In a Good job, a Qualified worker produces 100 units and an Un-
qualifled worker produces 0. There is enough demand for workers that
companies must pay for each gpe of job what they expect that the ap-
pointee will produce.

Companies cannot directly observe a worker's tlpe before hiring, but

Qualified workers can signal their qualiflcation by getting educated. For a

Qualified worker, the cost of getting educated to level n is n2 l2; while, for an
Unqualified worker, it is n2. These costs are measured in the same units as
output, and n must be an integer.
(a) \t\4rat is the minimum level of n that will achieve separation?
(b) Now suppose the signal is made unavailable. \.A/hich kind of jobs will be

filled by which kinds of workers and at what wages? \AIho will gain and
who will lose from this change?

7. Mictel corporation has a world monopoly on the production of personal
computers. It can make two kinds of computers: low-end and high-end. The
total population of prospective buyers is P. There are two types of prospec-
tive buyers: casual users and intensive users. The casual ones comprise a
fraction c of the population, and the rest (fraction I - c) are intensive users.

The costs of production of the two kinds of machines, as well as the
benefits gained from the two by the two types of prospective buyers, are
given in the following table. AII figures are in thousands of dollars.

cosT

BENEFIT FOR
USER TYPE

Casual lntensive

PC TYPE
Low-end 1 4 5

High-end 3 5 8

Each type of buyer calculates the net payoff (benefit minus price) that
he would get from each type of machine and buys the type that would give
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the higher net payofl provided that this payoff is nonnegative. If both types
give equal nonnegative net payoffs for a buyer, he goes for the high end; if
both tlpes have negative net payoff for a buyer, he does not purchase.
Mictel wants to maximize its expected profit.
(a) If Mictel were omniscient, then, when a prospective customer came

along, knowing his t1pe, the company could offer to sell him just one
type of machine at a stated price, on a take-it-or-leave-it basis. \.44rat
kind of machine would Mictel offer, and at what price, to what kind of
buyer?

In fact, Mictel does not know the tlpe of any particular buyer. It just makes
its "catalog" available for all buyers to choose from.
(b) First suppose the company produces just the low-end machines and

sells them for price x. \.4lhat value of x will maximize its profit? How
does the answer depend on c, the proportion of casual users in the
population?

(c) Next suppose Mictel produces just the high-end machines and sells
them for price y. V'/hat value of ywill maximize its proflt, and how does
the answer depend on c?

(d) Finally, suppose the company produces both types of machines, selling
the low-end ones for price x and the high-end ones for price y. \Mhat
"incentive compatibility" constraints on x and y must the company sat-
isfy if it wants the casual users to buy the low-end machines and the in-
tensive users to buy the high-end machines? \.Vhat is the company's
expected profit from this policy? \Mhat values of x and y will maximize
the expected proflt? How does the answer depend on c?

(e) Putting it all together, what production and pricing policy should the
company pursue? How does the answer depend on c?

B. Felix and Oscar are playing a simplified version of poker. Each makes an ini-
tial bet of B dollars. Then each separately draws a card, which may be High
or Low with equal probabilities ] each. Each sees his own card but not that
of the other.

Then Felix decides whether to Pass or to Raise (bet an additional4 dol-
lars). If he chooses to pass, the two cards are revealed and compared. If the
outcomes are different, the one who has the High card collects the whole
pot. The pot has 16 dollars, of which the winner himself contributed B, and
so his winnings are B dollars; the loser's payoff is -B dollars. If the out-
comes are the same, the pot is split equally and each gets his B dollars back
(payoff 0).

If Felix chooses Raise, then Oscar has to decide whether to Fold [con-
cede) or See (match with his own additional 4 dollars). If Oscar chooses
Fold, then Felix collects the pot irrespective of the cards. If Oscar chooses
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See, then the cards are revealed and compared. The procedure is the same
as that in the preceding paragraph, but the pot is now bigger.
(a) Show the game in extensive form. (Be careful about information sets.)
If the game is instead written in the normal form, Felix has four strategies:
(1) Pass always (PP for short), (2) Raise always (RR), (3) Raise if his or,tm card
is High and Pass if it is Low (RP), and (4) the other way round (pR). Similarly,
oscar has four strategies: (t) Fold always (FF), (2) See always (ss), (3) see if
his own card is High and Fold if it is Low (sF), and (4) the other way round
(FS).
(b) Show that the table of payoffs to Felix is as follows:

(In each case you will have to take an expected varue by averaging over
the consequences for each of the four possible combinations of the card
draws.)

(c) Eliminate dominated strategies as far as possibre. Find the mixed-
strategy equilibrium in the remaining table and the expected payoff to
Felix in the equilibrium.

(d) use your knowledge of the theory of signaling and screening to explain
intuitivelywhy the equilibrium has mixed strategies.

For discussion: The design of a health-care system concerns matters of in-
formation and strategy at several points. The users-potential and actual
patients-have better information about their own state of health, life style,
and so forth-than the insurance companies can find out. The providers-
doctors, hospitals, and so forth-know more about what the patients need
than do either the patients themselves or the insurance companies. Doctors
also know more about their own skills and efforts, and hospitals about their
own facilities. Insurance companies may have some statistical information
about outcomes of treatments or surgical procedures from their past
records. But outcomes are affected by many unobservable and random fac-
tors; so the underlying skills, efforts or facilities cannot be inferred perfectly
lrom observations of the outcomes. The pharmaceutical companies know

OSCAR

FF S5 5F

FELIX

PP 0 0 0 0

RR B 0 7

RP .\
J

PR o -1 1 A
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more about the efficacy of drugs than do the others. As usual, the parties do
not have natural incentives to share their information fully or accurately
with others. The design of the overall scheme must try to face these matters
and find the best feasible solutions.

Consider the relative merits of various payment schemes-fee for ser-
vice versus capitation fees to doctors, comprehensive premiums per year
versus payment for each visit for patients, and so forth-from this strategic
perspective. \\4rich are likely to be most beneflcial to those seeking health
care? To those providing health care? Think also about the relatir.e merits of
private insurance and coverage of costs from general tax revenues.

10. [Optional] A teacher wants to find out how confident the students are about
their own abilities. He proposes the following scheme: "After you answer
this question, state your estimate of the probability that you are right. I will
then check your answer to the question. Suppose you have given the proba-
bility estimate x. If your answer is actually correct, your grade will be log(x).
If incorrect, it will be log(1 - x)." Show that the scheme will elicit the stu-
dents' own estimates truthfully; that is, if the truth is p, show that a stu-
dent's estimate x: p.

I

Appendix Information and Risk

r,,A/hen players have different amounts of information in a game, they will try to
use some device to ascertain their opponents' private information. As we saw in
Section 3 of Chapter 9, it is sometimes possible for direct communication to
yield a cheap talk equilibrium. But more often, players will need to determine
one anothers' information by observing one anothers' actions. They then must
estimate the probabilities of the underlying information by using those actions
or their observed consequences. This estimation requires some relatively so-
phisticated manipulation of the rules of probability, and we examine this
process in detail in Section 1 of this appendix.

Similarly, when the outcomes of an action are risky, there arise new aspects
of strategy that have to do with manipulation of risk itself. A player who is averse
to risk can benefit from devising strategies that reduce this risk. Sometimes this
can be done if two or more such players can get together and combine their risk.
In some games, particularly those in which the players are pitted against one
another in a contest, their strategies toward risk interact in interesting ways. We
consider these matters in Section 2.
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. :
EN(Es i

The rules given in section I of the Appendix to chapter 7 for manipulating and
calculating the probability of events, particularly the combination rule, prove
useful in our calculations of payoffs when individual players are differently in-
formed. In games of asJrmmetric information, players try to find out the others,
information by obserwing their actions. Then they must draw inferences about
the likelihood of-estimate the probabilities of-the underlying information by
using the actions or consequences that are observed.

The best way to understand this is by example. suppose l% of the popula-
tion has a genetic defect that can cause a disease. A test that can identify this ge-
netic defect has a 99% accuracy: when the defect is present, the test will fail to
detect it 1% of the time, and the test will also falsely find a defect when none is
present 1% of the time. We are interested in determining the probability that the
defect is really there in a person with a positive test result. That is, we cannot di-
rectly observe the person's genetic defect (underlying condition), but we can
observe the results of the test for that defect (consequences)-except that the
test is not a perfect indicator of the defect; how certain can we be, given our ob-
servations, that the underlying condition does in fact exist?

We can do a simple numerical calculation to answer the question for our
particular example. consider a population of 10,000 persons in which 100 (l%)
have the defect and 9,900 do not. Suppose they all take the test. of the 100 per-
sons with the defect, the test will be (correctly) positive for 99. of the 9,900 with-
out the defect, it will be (wrongly) positive for 99. That is 198 positive test results
of which one-half are right and one-half are wrong. If a random person receives
a positive test result, it is just as likely to be because the test is indeed right as
because the test is wrong, so the risk that the defect is truly present for a person
with a positive result is only 50%. (That is why tests for rare conditions must be
designed to have especially low error rates of generating "false positives.,')

For general questions of this t]4)e, we use an algebraic formula called Bayes'
theorem to help us set up the problem and do the calculations. To do so, we
generalize our example, allowing for two alternative underlying conditions,
Aand B (genetic defect or not, for example), and two observable consequences,
Xand Y(positive or negative test result, for example). Suppose that, in the ab-
sence of any information (over the whole population), the probability that A ex-
ists is p; so the probability that B exists is (r - p). \.44ren A exists, the chance of
observing Xis a; so the chance of obserwing yis (1 - a). (To use the language
that we developed in the Appendix to chapter 7, ais the probability of Xcondi-
tional on A, and (l - a) is the probability of rconditional on A.) Similarly, when
Bexists, the chance of observing Xis b; so the chance of observing yis (l - b).
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This description shows us that there are four alternative combinations of
events that could arise: (1) A exists and Xis observed, (2) A exists and Iis ob-
served, (3) Bexists andXis observed, and (4) Bexists and Yis observed. Using
the modified multiplication rule, we find the probabilities of the four combina-
tions to be, respectively, pa, p(l - a), (I - p)b, and (l - p)(l b).

Now suppose that Xis observed; a person has the test for the genetic defect
and gets a positive result. Then we restrict our attention to a subset of the four
preceding possibilities-namely, the first and third, both of which include the
obselation of X. These two possibilities have a total probability of pa + (l
p)b; this is the probability that Xis observed. Within this subset of outcomes in
which Xis observed, the probability that A a/so exists is just pa, as we have al-
ready seen. So we know how likely we are to observe Xalone and how likely it is
that both Xand A exist.

But we are more interested in determining how likely it is that A exists, given
that we have observed X-that is, the probability that a person has the genetic
defect, given that the test is positive. This calculation is the trickiest one. Using
the modified multiplication rule, we know that the probability of both A and X
happening equals the product of the probability that Xalone happens times the
probability of A conditional on X; it is this last probability that we are after.
Using the formulas for "A and X" and for "Xalone," which we just calculated,
we get:

Prob(Auo:"--i;:r,i"-";];:Ti"ffi"J"T:iiJ#'""f 
'",

Prob(Acondi t jonal  on )O -
pa + (r p)b.

This formula gives us an assessment of the probability that A has occurred,
given that we have observed X (and have therefore conditioned everything on
this fact). The outcome is knornm as Bayes' theorem (or rule or formula).

In our example of testing for the genetic defect, we had Prob(A) : p : 0.01,
Prob(Xconditional on A) : a: 0.99 and Prob(Yconditional on A) : b - 0.U.
We can substitute these values into Bayes' formula to get

Probability defect exists given that test is positive : Prob(,4 conditional on X)
(0.01) (0.ee)

(0.01)(0.99) + (1 -  0.01)(0.01)
0.0099

0.0099 + 0.0099
: 0.5.

The probability algebra employing Bayes' rule confirms the arithmetical
calculation that we used earlier that was based on an enumeration of all
of the possible cases. The advantage of the formula is that, once we have
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FIGURE 9A.1 Bayes'Rule

it, we can apply it mechanically; this saves us the lengthy and error-prone
task of enumerating every possibility and determining each of the necessary
probabilities.

we show Bayes' rule in Figure 9A.1 in tabular form, which may be easier to
remember and to use than the preceding formula. The rows of the table show
the alternative true conditions that might exist, for example, "genetic defect,,
and "no genetic defect." Here, we have just two, ,4 and B but the method gener-
alizes immediately to any number of possibilities. The columns show the ob-
served events-for example, "test positive" and "test negative.',

Each cell in the table shows the overall probability of that combination of
the true condition and the observation; these are just the probabilities for the
four alternative combinations listed earlier. The last column on the right shows
the sum across the first two columns for each of the top two rows. This sum is
the total probability of each true condition (so, for instance, ,4's probability is p,
as we have seen). The last row shows the sum of the first two rows in each col-
umn. This sum gives the probability that each observation occurs. For example,
the entry in the last row of the X column is the total probability that X is ob-
seled, either when A is the true condition (a true positive in our genetic test ex-
ample) or when B is the true condition (a false positive).

To find the probability of a particular condition, given a particular observa-
tion, then, Bayes' rule says that we should take the entry in the cell correspond-
ing to the combination of that condition and that observation and divide this by
the column sum in the last row for that observation. As an examDle, prob
(Bgivenxl :  (1 -  p)bl [pa+ (I  -  p)b].

ExEncrsE In the genetic test example, suppose the test comes out negative
(Yis observed). \.Aihat is the probability that the person does not have the de-
fect (B exists)? calculate this probability by applying Bayes' rule, and then
check your answer by doing an enumeration of the 10,000 members of the
population.

OBSERVATION
Sum of

rowX Y

TRUE
CONDITION

pa p(1 - a) n

B 0-da (1-p)(1-b) |  -p

Sum of column pa+(1-p)b p(1 -a)+(1 -p)(1 -b)
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A. Strategiesto Reduce Risk

Imagine that you are a farmer subject to the vagaries of weather. If the weather
is good for your crops, you will have an income of $15,000. If it is bad, your in-
come will be only $5,000. The two possibilities are equally likely (probability

Ll2, or 0.5, or 50% each). Therefore your average or expected income is $10,000,
but there is considerable risk around this average value.

\\hat can you do to reduce the risk that you face? You might try a crop that
is less subject to the vagaries of weather, but suppose you have already done all
such things that are under your individual control. Now you can reduce your in-
come risk further only by combining it with other people's risks. There are two
ways to do so: pooling and trading.

We begin with pooling risks. Suppose your neighbor faces a similar risk but
gets good weather exactly when you get bad weather and vice versa. (Suppose

you live on opposite sides of an island, and rain clouds visit one side or the other
but not both.) In technical jargon, correlation is a measure of alignment be-
tween any two uncertain quantities-in this discussion, between one person's
risk and another's. Thus we would say that your neighbor's risk is totally nega-
tively correlated with yours. Then your combined income is $20,000, no matter
what the weather: it is totally risk free. You can enter into a contract that gets

each of you $10,000 for sure: you promise to give him $5,000 in years when you
are lucky, and he promises to give you $5,000 in years when he is lucky. You
have eliminated your risks by pooling them together.

Even without such perfect correlation, risk pooling has some benefit. Sup-
pose the farmers' risks are independent, as if the rain clouds could toss a sepa-
rate coin to decide whether to visit each of you. Then there are four possible
outcomes, each with a probability of I I 4.In the first case, both of you are lucky,
and your combined incomes total $30,000. In the second and third cases, one of
you is lucky and the other is not (the two cases differ only in regard to which one
is which); in both of these situations, your combined incomes total $20,000. In
the fourth outcome, both of you are unlucky, and your combined incomes
amount to only $10,000. Facing these possibilities, if the two of you make a con-
tract to share and share alike, each of you will have $15,000 with a probability of
l /4,  $5,000withaprobabi l i ty of  l l4,  and$l0,000withaprobabi l i ty of  l l2.With-
out the trade, each would have $15,000 or $5,000 with probabilities of Il2 each.
Thus, for each of you, the contract has reduced the probabilities of the two ex-
treme outcomes from ll2 to ll4 and increased the probability of the middle
outcome from 0 to l12. In other words, the contract has reduced the risk for
each ofyou.
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In fact, so long as the two farmers' incomes are not totally positively
correlated -that is, their luck does not move in perfect tandem-the)/ can re-
duce mutual risk by pooling. And, if there are more than two farmers with some
degree of independence in their risks, then even greater reduction in the risk of
each is made possible Lry the law of large numbers.

This risk reduction is the whole basis of insurance: by pooling together the
similar but independent risks of many people, an insurance company is able to
compensate any one of them when he suffers a large loss. It is also the basis of
portfolio diversification: by dividing your wealth among many different assets
with different kinds and degrees of risk, you can reduce your total exposure
to risk.

However, several complexities limit the possibiliry of risk reduction bypool-
ing. At the simplest, the pooling promise may not be credible: the farmer who
gets the good luck may then refuse to share it. This is relatively easily overcome
if a legal system enforces contracts, provided its offlcials can observe the farm-
ers' outcomes in order to decide who should give how much to whom. The pre_
miums that people pay to the insurance company are advance guarantors of
their promise, like setting aside money in an escrow account. Then the insur_
ance company's desire to maintain its reputation in an ongoing business en_
sures that it will pay out when it should. However, if outcomes cannot be
observed by others, then people may try to defraud the company by pretending
to have suffered a loss. or, if people's risks can be influenced by their actions,
they may become careless knowing they are insured; this is called moral hazard,.
or, if the insurance company cannot know as much about the risks (say, of
health) as do the insured, then those people who face the worst risks may
choose to insure more, thereby worsening the average risk pool and raising pre_
miums for all; this is called adverse selection. we will study some such prob_
lems in more detail soon. For now we merely point out that, to cope with these
problems, insurance companies usually provide only partial insurance, requir-
ing you to bear part of the loss yourself. The part that you have to bear consists
of a deductible (an initial amount of the loss) and coinsurance (an additional
fraction of the loss beyond the deductible).

Next consider trading risks, Suppose you are the farmer facing the same
risk as before. But now your neighbor has a sure income of $to,ooo. you face a
lot of risk and he faces none. He may be willing to take a little of your risk, for a
price that is agreeable to both of you.

To understand and calculate this price, we must allow for risk auersion. sup-
pose both of you are risk averse. As we saw in the Appendix to chapter 5, your
attitudes toward risk can be captured by using a concave scale to convert your
money incomes into "utility" numbers. In the appendix, we used the square
root as a simple example of such a scale; let us continue to do so here. suppose
you payyour neighbor $100 up front, and in exchange he agrees to the following
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deal with you: after your crop is harvested and if you have been unlucky' he will

give you $2,000, but, if you have proved to be luclcy, you will give him $2,000.

In other words, he agrees to assume $2,000 of your risk in exchange for a sure

payment of $100. The end result is that his income will be $10,000 + $100 +

$2,000 : $12,100 if you are lucky, and $10,000 + $100 - $2,000 : $8,100 if you

are unlucky. His expected utility is

0.5 x V12J00 + 0.5 < v6J00: 0.5 x 110 + 0.5 x 90: 100'

This is the same as the utility that he would get if he did not trade with you:

\,'i0,000 : 100. Thus he is just willing to make this trade with you. Would you

be willing to pay him the $100 up front to have him assume $2,000 of your risk?

Your expected utility from the risky income prospect that you face is

0.5 x V5,000 + 0.5 < \ r ' i5,000:0.5 x 70.7 +0.5x122.5:96.6.

If you pay your neighbor $100 and he gives you $2,000 when your luck is bad (so

that he is left with $8,100), you will have $6,900. In return, when your luck is

good, you are to give him $2,100 ($100 of initial payment plus $2,000 from your

high income), and so he has the $12,100 he needs to compensate him for the

risk, and you are left with $12,900. Your expected utility with risk trading is

0.5 x V6,900 + 0.5 x \n2,goo: 0.5 x 83.0 + 0.5 x 113.6 :  98.3'

Thus the arrangement has given you a greater expected utilily while leaving

your neighborjust as happy.

Your neighbor might suggest another arrangement, which would give him a

higher expected utility while keeping yours at the original 96.6' There are other

deals in between where both of you have a higher expected utility than you

would without trading risk. Thus there is a whole range of contractual arrange-

ments, some favoring one party and some the other, and you can bargain over

them. The precise outcome of such bargains depends on the parties' bargaining

power; we will study bargaining in some detail in Chapter 17. If there ale many

people, then an impersonal market (examined in Chapter 1B) can determine the

price of risk. Common to all such arrangements is the idea that mutually benefi-

cial deals can be struck whereby, for a suitable price, someone facing less risk

takes some of the risk off the shoulders of someone else who faces more.

In fact, the idea that there exists a price and a market for risk is the basis for

almost all the financial arrangements in a modern economy. Stocks and bonds,

as well as all the complex financial instruments such as derivatives, are just

ways of spreading risk to those who are willing to bear it for the least asking

price. Many people think these markets are purely forms of gambling. In a

sense, they are. But the gambles are taken by those who start out with the least

risk, perhaps because they have already diversified in the way that we saw ear-
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lier. And the risk is sold or shed by those who are initially most exposed to it.
This enables the latter to be more adventurous in their enterprises than they
would be if they had to bear all of the risk themselves. Thus financial markets
promote entrepreneurship by facilitating risk trading.

These markets are subject to similar kinds of moral hazard., adverse selec-
tion, and even outright fraud, as is risk pooling. Therefore these markets are not
able to do a really full job of spreading risk. For example, managers are often re-
quired to bear some of the risk created by their decisions, through equity partic-
ipation (stock ornmership) or some other mechanism, to give them the right
incentive to make an effort.

B. Using Risk

Risk is not always bad; in some circumstances it can be used to one,s advantage.
Although the general theory would take us too far afield, we offer a brief exam-
ple of a prominent instrument that uses risk-namely, an option.

An option gives the holder the right but not the obligation to take some stip-
ulated action. For example, a call option on a stock allows the holder to buy the
stock at a preset price, say 110. suppose the stock now trades at 100, and may go
to 150 or 50 with equal probability. If the former, the holder will exercise the op-
tion and make a profit of 40; if the latter, he will let the option lapse and make 0.
Therefore the expected profit is

0.5x40+0.5x0:20.

If the uncertainty is larger-that is, the stock can go to, say, 200 or 0 with equal
probabilities-the expected proflt from the option is

0.5 x 90 + 0.5 x 0:  45.

Thus the option is more valuable the greater the uncertainty in the underlying
stock. The market recognizes this, and the price for which one can buy such an
option itself fluctuates as the volatility of the market changes.

C. Manipulating Risk in (ontests

our farmers in section 2.Afaced risk, but it was due to the weather rather than
to any actions of their own or of other farmers. If, instead, the players in a game
can affect the risk faced by themselves or others, then they can use such manip-
ulation of risk strategically. A prime example is contests such as R&D races be-
tween companies to develop and market new information technology or
biotech products; many sporting contests have similar features.
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The outcome of sporting and related contests is determined by a mixture of
skill and chance. You win if

Your skill * vour luck > rival's skill + rival's luck

OI

Your luck - rival's luck > rival's skill - your skill.

Denote the left-hand side by the symbol l,'it measures your "luck surplus." I is
an uncertain magnitude; suppose its probability distribution is a nortural, or
beli, curve, as in Figure 9A.2. At any point on the horizontal axis, the height of
the curve represents the probability that r takes on that value. Thus the area
under this curve between any two points on the horizontal axis equals the prob-
ability that r lies between those points. suppose your rival has more skill; so you
are an underdog. Your "skill deficit," which equals the difference between your
rival's skill and your skill, is therefore positive, as shornm by the point s. you win
if your luck surplus, r, exceeds your skill deficit, s. Therefore the area under the
curve to the right of the point s, which is shaded in Figure 9A.2, represents your
probability of winning. If you make the situation chancier, the betl curve will
flatten because the probability of relatively high and low values of Z increases
while the probability of moderate values decreases. Then the area under the
curve to the right of S also increases. In Figure 9A.2, the area under the original
bell curve is shor.r,n by grey shading, and the larger area under the flatter bell
curve by the red hatching. As the underdog, you should therefore adopt a strat-
egy that flattens the curve. Conversely, if you are the favorite, you should try to
reduce the element of chance in the contest.

FIGURE 9A.2 The Effect of Greater Risk on the Chances of Winnino

Luck surplus (L)

http://freepdf-books.com



APPENDTX: TNFORMATTON AND RtSK 3o9

Thus we should see underdogs or those who have fallen behind in a long
race try unusual or risky strategies: it is their only chance to get level or ahead.
on the other hand, favorites or those who have stolen a lead will play it safe. A
practical piece of advice based on this principle: if you want to challenge some-
one who is a better player than you to a game of tennis, choose a windy day.

You may stand to beneflt by manipulating not just the amount of risk in
your strategy, but also the correlation between the risks. The player who is
ahead will try to choose a correlation as high and positive as possible: then,
whether his ovrn luck is good or bad, the luck of his opponent will be the same
and his lead protected. conversely, the prayer who is behind will try to find a
risk as uncorrelated with that of his opponent as possible. It is well known that
in a two-sailboat race, the boat that is behind should try to steer differently from
the boat ahead, and the boat ahead should try to imitate all the tackings of the
one behind.l

ExEncrsn In the preceding risk-trading example, you had a risky income
that was $15,000 in good weather (probability 0.5) and $s,000 in bad weather
(probability 0.5). !\4ren your neighbor had a sure income of $10,000, we de-
rived a scheme in which you could keep him indifferent while raising your
own expected utility. construct a similar type of arrangement in which your
neighbor keeps you at your original level of expected utility and he achieves
a higher level of expected utility than he would in the absence of the
arrangement.

tilill$lfl{liiili,iti SUMMARY $i.r$i1$iiiiiitit

If players have asymmetric information in a game, they may try to infer proba-
bilities of hidden underlying conditions from obseling actions or the conse-
quences of those actions. Bayes' theorem provides a formula for inferring such
probabilities.

\Mhen game players have different attitudes toward risk or different
amounts of information, there is scope for strategic behavior in the control and
manipulation of risk and information. players can reduce their risk through
trading or pooling (combining), although the latter is complicated by moral
hazard and aduerse selection. Risk may be useful in some contexts, and it can be
manipulated to a player's benefit, depending on the circumstances within the
game.

lAvinashDixitandBarryNalebufl 
ThinkingStrategical/y(Newyork: Norton,tggt)giveatamous

example of the use of this strategy in sailboat racing. For a more general theoretical discussion, see
Luis cabral, "R&D competition wfhen the Firms choose Variance," Journal of Economics and Man-
agement Strategy, vol. 12, no. 1 (Spring 2003), pp. i39_150.
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(ffi,ffiF$i ',,,..,,',1,t',.,'|:,t,t.,r,, KEYTERMS i*{$ffi

adverse selection (305)

Bayes'theorem (301)

negatively correlated (304)

option (307)

pooling risk (304)

positively correlated (305)

trading risk (305)
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Strategic Moves

cAME rs specified by the choices or moves available to the players, the
order, if any, in which they make those moves, and the payoffs that result
from all logically possible combinations of all the players' choices. In
Chapter 6, we saw how changing the order of moves from sequential to

simultaneous or vice versa can alter the game's outcomes. Adding or removing
moves available to a player or changing the payoffs at some terminal nodes or in
some cells of the game table also can change outcomes. unless the rules of a
game are fixed by an outside authority, each player has the incentive to manip-
ulate them to produce an outcome that is more to his own advantage. Devices
to manipulate a game in this way are called strategic moves, which are the sub-
ject of this chapter.

A strategic move changes the rules of the original game to create a new two-
stage game. In this sense, strategic moves are similar to the direct communica-
tions of information that we examined in Section 3 of Chapter g. With strategic
moves, though, the second stage is the original game, often with some alteration
of the order of moves and the payoffs; there was no such alteration in our games
with direct communication. The first stage in a game with strategic moves speci-
fies how you will act in the second stage. Different flrst-stage actions correspond
to different strategic moves, and we classi\z them into three types: commitments,
threats, and promises. The aim of all three is to alter the outcome of the second-
stage game to your ornm advantage. \.A/hich, if any, suits your purpose depends on
the context. But, most importantly, any of the three works only if the other player
believes that at the second stage you will indeed do what you declared at the first

-.
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stage. In other words , the credibility of the strategic move is open to question'

Only a credible strategic move will have the desired effect, and, as was often the

case in Chapter 9, mere declarations are not enough. At the flrst stage, you must

take some ancillary actions that lend credibility to your declared second-stage

actions. we will study both the kinds of second-stage actions that work to your

beneflt and the first-stage ancillary moves that make them credible.

You are probably more familiar with the use and credibility of strategic

moves than you might think. Parents, for instance, constantly attempt to influ-

ence the behavior of their children by using threats ("no dessert unless you fin-

ish your vegetables") and promises ("you witl get the new racing bike at the end

of the term if you maintain at least a B average in school")' And children know

very well that many of these threats and promises are not credible; much bad

behavior can escape the threatened punishment if the child sweetly promises

not to do that again, even though the promise itself may not be credible' Fur-

thermore, when the children get older and become concerned with their own

appearance, they find themselves making commitments to themselves to exer-

cise and diet; many of these commitments also turn out to lack credibility. All of

these devices-commitments, threats, and promises-are examples of strategic

moves. Their purpose is to alter the actions of another player, perhaps even

your own future self, at a later stage in a game. But they will not achieve this

purpose unless they are credible. In this chapter, we will use game theory to

study systematically how to use such strategies and how to make them credible'

Be warned, however, that credibility is a difficult and subtle matter. We can

offer you some general principles and an overall understanding of how strategic

moves can work-a science of strategy. But actually making them work depends

on your specific und.erstanding of the context, and your opponent may get the

better ofyou by having a better understanding ofthe concepts or the context or

both. Therefore the use of strategic moves in practice retains a substantial com-

ponent of art. It also entails risk, particularly when using the strategy of

brinkmanship, which can sometimes lead to disasters. You can have success as

well as fun trying to put these ideas into practice, but note our disclaimer and

warning: Use such strategies at your own risk.

Because the use of strategic moves depends so critically on the order of moves,

to study them we need to know what it means "to move flrst"' Thus far we have

taken this concept to be self-evident, but now we need to make it more precise'

It has two components. First, your action must be observable to the other

player; second, it must be irreversible.
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consider a strategic interaction between two players, A and B, in nhich A's
move is made first. If A's choice is not observable to B, then B cannot respond to
it, and the mere chronology of action is irrelevant. For example, suppose A and
B are tlvo companies bidding in an auction. A's committee meets in secret on
Monday to determine its bid; B's committee meets on Tuesday; the bids are
separately mailed to the auctioneer and opened on Friday. vVhen B makes its
decision, it does not know what A has done; therefore the moves are strategi-
cally the same as if theywere simultaneous.

If A's move is not irreversible, then A might pretend to do one thing, lure B
into responding, and then change its own action to its own advantage. B should
anticipate this ruse and not be lured; then it will not be responding to A's
choice. once again, in the true strategic sense A does not have the first move.

Considerations of observability and irreversibility affect the nature and
types of strategic moves as well as their credibility. we begin with a taxonomy of
strategic moves available to players.

A. Unconditional Strategic Moves

Let us suppose that player A is the one making a strategic observable and irre-
versible move in the first stage of the game. He can declare: "In the game to follow
I will make a particular move, X." This declaration says that A's future move is un-
conditional; A will do X irrespective of what B does. Such a statement, if credible, is
tantamount to changing the order of the game at stage 2 so that A moves first and
B second, and A's first move is X. This strategic move is called a commitment.

If the previous rules of the game at the second stage already have A moving
first, then such a declaration would be irrelevant. But, if the game at the second
stage has simultaneous moves or if A is to move second there, then such a dec-
laration, if credible, can change the outcome because it changes B's beliefs
about the consequences of his actions. Thus a commitment is a simple seizing
of the first-mover advantage when it exists.

in the street-garden game of chapter 3, three women play a sequential-
move game in which each must decide whether to contribute toward the cre-
ation of a public flower garden on their stree| two or more contributors are
necessary for the creation of a pleasant garden. The rollback equilibrium entails
the first player (Emily) choosing not to contribute while the other players (Nina
and Talia) do contribute. By making a credible commitment not to contribute,
however, Talia (or Nina) could alter the outcome of the game. Even though she
does not get her turn to announce her decision until after Emily and Nina have
made theirs public, Talia could let it be knoum that she has sunk all of her sav,
ings (and energy) into a large house-renovation project, and so she will have ab-
solutely nothing left to contribute to the street garden. Then Talia essentially
commits herself to not contribute regardless of Emily's and Nina's decisions,
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before Emily and Nina make those decisions. In other words, Talia changes the
game to one in which she is in effect the first mover. You can easily check that
the new rollback equilibrium entails Emily and Nina both contributing to the
garden and the equilibrium payoffs are 3 to each of them but 4 to Talia-the
equilibrium outcome associated with the game when Talia moves first. Several
more detailed examples of commitments are given in the following sections.

B. Conditional Strategic Moves

Another possibility for A is to declare at the first stage: ,,In the game to follow, I
will respond to your choices in the following way. If you choose yr, I will do zr; if
you do Yr, I will do zr, .. . " In other words, A can use a move that is conditional
on B's behavior; we call this type of move a response rule or reaction function.
A's statement means that, in the game to be played at the second stage, A will
move second, but how he will respond to B's choices at that point is already pre-
determined by A's declaration at stage 1. For such declarations to be meaning-
fuI, A must be physically able to wait to make his move at the second stage until
after he has observed what B has irreversibly done. In other words, at the sec-
ond stage, B should have the true first move in the double sense just explained.

conditional strategic moves take different forms, depending on what they
are trying to achieve and how they set about achieving it. \ivhen A wants to stop
B from doing something, we say that A is trying to deter B, or to achieve deter-
rence; when A wants to induce B to do something, we say that A is trying to
compel B, or to achieve compellence. we return to this distinction later. of
more immediate interest is the method used in pursuit of either of these aims. If
A declares, " [Jnlessyour action (or inaction, as the case may be) conforms to my
stated wish, I will respond in a way that will hurtyott," that is, a threat. If A de-
clares, "If your action (or inaction, as the case may be) conforms to my stated
wish, I will respond in a way that will reward you," that is, a promise. .,Hurt',

and "reward" are measured in terms of the payoffs in the game itself. \A/hen A
hurts B, A does something that lowers B's payoff; when A rewards B, A does
something that leads to a higher payoff for B. Threats and promises are the two
conditional strategic moves on which we focus our analysis.

To understand the nature of these strategies, consider the dinner game
mentioned earlier. In the natural chronological order of moves, first the child
decides whether to eat his vegetables, and then the parent decides whether to
give the child dessert. Rollback analysis tells us the outcome: the child refuses to
eat the vegetables, knowing that the parent, unwilling to see the child hungry
and unhappy, will give him the dessert. The parent can foresee this outcome,
however, and can try to alter it by making an initial move-namely, by stating a
conditional response rule of the form "no dessert unless you finish your vegeta-
bles." This declaration constitutes a threat. It is a first move in a pregame, which
fixes how you will make your second move in the actual game to follow. If the
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child believes the threat, that alters the child's rollback calculation. The child
"prunes" that branch of the game tree in which the parent setves dessert even if
the child has not finished his vegetables. This may alter the child's behavior; the
parent hopes that it will make the child act as the parent wants him to. Similarly,
in the "study game," the promise of the bike may induce a child to study harder.

we have already seen that payoffs to the other player can be altered by one
player's strategic move, but what about the payoffs for the player making that
move? Player A gets a higher payoff when B acts in conformity with A's wishes.
But A's payoff also may be affected by his own response. In regard to a threat,
A's threatened response if B does not act as A would wish may have conse-
quences for A's own payoffs: the parent may be made unhappy by the sight of
the unhappy child who has been denied dessert. Similarly, in regard to a
promise, rewarding B if he does act as A would wish can affect A's or,nn payoff:
the parent who rewards the child for studying hard has to incur the monetary
cost of the gift but is happy to see the child's happiness on receiving the gift and
even happier about the academic performance of the child.

This effect on A's payoffs has an important implication for the efflcacy of A's
strategic moves. consider the threat. If A's payoff is actually increased by carry-
ing out the threatened action, then B reasons that A will carry out this action
even if B fulfllls A's demands. Therefore B has no incentive to comply with A's
wishes, and the thr'eat is ineffective. For example, if the parent is a sadist who
enjoys seeing the child go without dessert, then the child thinks, "I am not going
to get dessert anyway, so why eat the vegetables?"

Therefore an essential aspect of a threat is that it should be costly for the
threatener to carry out the threatened action. In the dinner game, the parent
must prefer to give the child dessert. Threats in the true strategic sense have the
innate propeffy of imposing some cost on the threatener, too; they are threats of
mutual harm.

In technical terms, a threat fixes your strategy (response rule) in the subse-
quent game. A strategy must speciE/ what you will do in each eventuality along
the game tree. Thus, "no dessert if you don't finish your vegetables" is an in-
complete speciflcation of the strategy; it should be supplemented by ,,and

dessert if you do." Threats generally don't specify this latter part. Why not? Be-
cause the second part of the strategy is automatically understood; it is implicit.
And, for the threat to work, this second part of the strategy-the imptied
promisein this case-has to be automatically credible, too.

Thus the threat "no dessert if you don't finish your vegetables" carries with
it an implicit promise of "dessert if you do finish your vegetables." This promise
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also should be credible if the threat is to have the desired effect. In our example,

the credibility of the implicit promise is automatic when the parent prefers to

see the child get and enjoy his dessert. In other words, the implicit promise is

automatically credible precisely when the threatened action is costly for the
parent to carry out.

To put it yet another way, a threat carries with it the stipulation that you will

do something if your wishes are not met that, if those circumstances actually

arise, you will regret having to do. Then why make this stipulation at the flrst

stage? !\4ry tie your own hands in this way when it might seem that leaving

one's options open would always be preferable? Because, in the realm of game

theory, having more options is not always preferable. In regard to a threat, your

lack of freedom in the second stage of the game has strategic value. It changes

other players' expectations about your future responses, and you can use this

change in expectations to your advantage.
A similar effect arises with a promise. If the child knows that the parent en-

joys giving him gifts, he may expect to get the racing bike anynray on some occa-

sion in the near future-for example, an upcoming birthday. Then the promise

of the bike has little effect on the child's incentive to study hard. To have the in-

tended strategic effect, the promised reward must be so costly to provide that

the other player would not expect you to hand over that reward an),'\May. (This is

a useful lesson in strategy that you can point out to your parents: the rewards

that they promise must be larger and more costly than what they would give you
just for the pleasure of seeing you happy.)

The same is true of unconditional strategic moves (commitments, too). In

bargaining, for example, others know that, when you have the freedom to act,
you also have the freedom to capitulate; so a "no concessions" commitment can

secure you a better deal. If you hold out for 60% of the pie and the other party

offers you 55%, you may be tempted to take it. But, if you can credibly assert in

advance that you will not take less than 60%, then this temptation does not arise

and you can do better than you otherrnrise would.
Thus it is in the very nature of strategic moves that after the fact-that is,

when the stage 2 game actually requires it-you do not want to carry out the ac-

tion that you had stipulated you would take. This is true for all types of strategic

moves and it is what makes credibility so problematic. You have to do something

at the first stage to create credibility-something that convincingly tells the other
player that you will not give in to the temptation to deviate from the stipulated ac-

tion when the time comes-in order for your strategic move to work. That is why

giving up your ornm freedom to act can be strategically beneficial. Alternatively,

credibility can be achieved by changing your own payoffs in the second-stage

game in such a way that it becomes truly optimal for you to act as you declare.

Thus there are two general ways of making your strategic moves credible:
(1) remove from your own set of future choices the other moves that may tempt
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you or (2) reduce your own payoffs from those temptation moves so that the
stipulated move becomes the actual best one. In the sections that follow, we
first elucidate the mechanics of strategic moves, assuming them to be credible.
we make some comments about credibility as we go along but postpone our
general analysis of credibility until the last section of the chapter.

we studied the game of chicken in chapter 4 and found two pure-strategy Nash
equilibria. Each player prefers the equilibrium in which he goes straight and the
other person swerves.l we saw in chapter 6 that, if the game were to have se-
quential rather than simultaneous moves, the first mover would choose
Straight, leaving the second to make the best of the situation by settling for
Swerve rather than causing a crash. Now we can consider the same matter from
another perspective. Even if the game itself has simultaneous moves, if one
player can make a strategic move-create a first stage in which he makes a cred-
ible declaration about his action in the chicken game itself, which is to be
played at the second stage-then he can get the same advantage afforded a first
mover bymaking a commitment to act tough (choose Straight).

Although the point is simple, we outline the formal analysis to develop your
understanding and skill, which will be useful for later, more complex examples.
Remember our two players, |ames and Dean. suppose Iames is the one who has
the opportunity to make a strategic move. Figure l0.l shows the tree for the

DEAN

Straight .

JAMES
Swerve 0,0 -1,1

Straight 1.-1 -2,  -2

JAMES DEAN

JAMES Straight t . -1 -2, -2

FIGURE 10.1 Chicken: Commitment bv Restrictinq Freedom to Act

lWe saw in Chapter 8 and will see again in Chapter 13 that the game has a third equilibrium, in
mixed strategies, in which both players do quite poorly.
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two-stage game. At the flrst stage, Iames has to decide whether to make a com-
mitment. Along the upper branch emerging from the flrst node, he does not
make the commitment. Then at the second stage the simultaneous-move game
is played, and its payoff table is the familiar one shown in Figures 4.14 and 6.6.
This second-stage game has multiple equilibria, and James gets his best payoff
in only one of them. Along the lower branch, James makes the commitment.
Here, we interpret this commitment to mean giving up his freedom to act in
such a way that Straight is the only action available to lames at this stage. There_
fore the second-stage game table has only one row for Iames, corresponding to
his declared choice of straight. in this table, Dean,s best action is Swerue; so the
equilibrium outcome gives James his best payoff. Therefore, at the first stage,
James flnds it optimal to make the commitment; this strategic move ensures his
best payoff, while not committing leaves the matter uncertain.

How can Iames make this commitment credibry? Like any first move, the
commitment move must be (r) irreversible and (2) visible to the other player.
People have suggested some extreme and amusing ideas. James can disconnect
the steering wheel of the car and throw it out of the window so that Dean can
see that Iames can no longer swerve. (Iames could just tie the wheel so that it
could no longer be turned, but it would be more difflcult to demonstrate to
Dean that the wheel was truly tied and that the knot was not a trick one that
could be undone quickly.) These devices simply remove the swerve option fiom
the set of choices available to James in the stage 2 game, leaving straight as the
only thing he can do.

More plausibly, if such games are played every weekend, Iames can acquire
a general reputation for toughness that acts as a guarantee ofhis action on any
one day. In other words, James can alter his own payoff from swerving by sub-
tracting an amount that represents the loss of reputation. If this amount is large
enough-say, 3-then the second-stage game when James has made the com-
mitment has a different payoff table. The complete tree for this version of the
game is shown in Figure 10.2.

Now, in the second stage with commitment, Straight has become truly opti-
mal for lames; in fact, it is his dominant strategy in that stage. Dean's optimal
strategy is then Swerve. Looking ahead to this outcome at stage l, Iames sees
that he gets 1 by making the commitment (changing his own stage 2 payoffs),
while without the commitment he cannot be sure of I and may do much worse.
Thus a rollback analysis shows that Iames should make the commitment.

Both (or all) can play the game of commitment, so success may depend
both on the speed with which you can seize the first move and on the credibility
with which you can make that move. if there are lags in observation, the two
may even make incompatible simultaneous commitments: each disconnects
his steering wheel and tosses it out of the window just as he sees the other,s
wheel come flying out, and then the crash is unavoidable.
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JAMES DEAN

Swerve Straight

JAMES
Swerve -?n -4,1

5traight 1,  -1 -2,  -2

FIGURE 10.2 Chicken: Commitment by Changing Payoffs

Even if one of the players has the advantage in making a commitment, the
other player can defeat the first player's attempt to do so. The second player
could demonstrably remove his ability to "see" the other's commitment, for ex-
ample, by cutting off communication.

Games of chicken may be a 1950s anachronism, but our second example is
perennial and familiar. In a class, the teacher's deadline enforcement policy can
be Weak or Tough, and the students'work can be Punctual or Late. Figure 10.3
shows this game in the strategic form. The teacher does not like being tough; for
him the best outcome (a payoff of 4) is when students are punctual even when
he is weak; the worst (1) is when he is tough but students are still late. Of the two
intermediate strategies, he recognizes the importance of punctuality and rates
(Tough, Punctual) better than (Weak, Late). The students most prefer the out-
come fWeak, Late), where they can party all weekend without suffering any
penalty for the late assignment. (Tough, Late) is the worst for them, just as it is
for the teacher. Between the intermediate ones, they prefer fWeak, Punctual) to
(Tough, Punctual) because they have better self-esteem if they can think that

STUDENT

Punctual Late

TEACHER
Weak )4

Tough 3,2 1,1

DEAN

Swerve Straight

JAMES
Swerve 0,0 -' l  ,  1

Straight 1,  -1 -2,  -2

rEF

FIGURE 10.3 Pavoff Table for Class Deadline Game
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they acted punctually on their or.tm volition rather than because of the threat of
a penalty.2

If this game is played as a simultaneous-move game or if the teacher
moves second, Weak is dominant for the teacher, and then the student
chooses Late. The equilibrium outcome is (Weak, Late), and the payoffs are (2,
4). But the teacher can achieve a better outcome by committing at the outset
to the policy of Tough. We do not draw a tree as we did in Figures 10.1 and
10.2. The tree would be very similar to that for the preceding chicken case, and
so we leave it for you to draw. Without the commitment, the second-stage
game is as before, and the teacher gets a 2. \.A4ren the teacher is committed to
Tough, the students find it better to respond with Punctual at the second
stage, and the teacher gets a 3.

The teacher commits to a move different from what he would do in simulta-
neous play or indeed, his best second move if the students moved first. This is
where the strategic thinking enters. The teacher has nothing to gain by declar-
ing that he will have a Weak enforcement regime; the students expect that any-
way in the absence of any declaration. To gain advantage by making a strategic
move, he must commit not to follow what would be his equilibrium strategy of
the simultaneous-move game. This strategic move changes the students'expec-
tations and therefore their action. Once they believe the teacher is really com-
mitted to tough discipline, they will choose to turn in their assignments
punctually. If they tested this out by being late, the teacher would like to forgive
them, maybe with an excuse to himsell such as "just this once." The existence
of this temptation to shift away from your commitment is what makes its credi-
bility problematic.

Even more dramatically, in this instance the teacher benefits by making a
strategic move that commits him to a dominated strategy. He commits to
choosing Tough, which is dominated by Weak. The choice of Tough gets the
teacher a 3 if the student chooses Punctual and a I if the student chooses Late,
whereas, if the teacher had chosen Weak, his corresponding payoffs would have
been 4 and2.If you think it paradoxical that one can gain by choosing a domi-
nated strategy, you are extending the concept of dominance beyond the proper
scope of its validity. Dominance entails either of two calculations: (1) After the
other player does something, how do I respond, and is some choice best (or
worst), given all possibilities? (2) If the other player is simultaneously doing ac-
tion X, what is best (or worst) for me, and is this the same for all the X actions
that the other could be choosing? Neither is relevant when you are moving first.

2You may not regard these specific rankings of outcomes as applicable either to you or to your
own teachers. We ask you to accept them for this example, whose main purpose is to convey some
general ideas about commitment in a simple way. The same disclaimer applies to all the examples
that follow.
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Instead, you must look ahead to how the other will respond. Therefore the
teacher does not compare his payoffs in vertically adjacent cells of the table
(taking the possible actions of the students one at a time). Instead, he calculates
how the students will react to each of his moves. If he is committed to Tough,
they will be Punctual, but, if he is committed to weak (or uncommitted), they
will be Late, so the only pertinent comparison is that of the top-right cell with
the bottom left, of which the teacher prefers the latter.

To be credible, the teacher's commitment must be everything a flrst move
has to be. First, it must be made before the other side makes its move. The
teacher must establish the ground rules of deadline enforcement before the as-
signment is due. Next, it must be observable-the students must know the rules
by which they must abide. Finally, and perhaps the most important, it must be
irreversible-the students must know that the teacher cannot, or at any rate will
not, change his mind and forgive them. A teacher who leaves loopholes and
provisions for incompletely specifled emergencies is merely inviting imagina-
tive excuses accompanied by fulsome apologies and assertions that "it won't
happen again."

The teacher might achieve credibility by hiding behind general universiry
regulations; this simply removes the weak option from his set of available
choices at stage 2. or, as is true in the chicken game, he might establish a repu-
tation for toughness, changing his own payoffs from weak by creating a suffl-
ciently high cost of loss of reputation.

We emphasize that threats and promises are response rules: yo.. actual future
action is conditioned on what the other players do in the meantime, but your
freedom of future action is constrained to following the stated rule. once
again, the aim is to alter the other players' expectations and therefore their ac-
tions in a way favorable to you. Tying yourself to a rule, which you would not
want to follow if you were completely free to act at the later time, is an essen-
tial part of this process. Thus the initial declaration of intention must be credi-
ble. once again, we will elucidate some principles for achieving credibility of
these moves, but we remind you that their actual implementation remains
largely an art.

Remember the taxonomy given in section r. A threat is a response rule
that leads to a bad outcome for the other players if they act conrrary ro your
interests. A promise is a response rule by which you offer to create a good out-
come for the other players if they act in a way that promotes your own inter-
ests. Each of these responses may aim either to stop the other players from
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doing something that they would otherwise do (deterrence) or to induce them
to do something that they would otherwise not do (compellence). we consider
these features in turn.

A. Example of a Threat: U.S.-Japan Trade Relations

our example comes from a hardy perennial of u.S. international economic
policy-namely, trade friction with fapan. Each country has the choice of keep-
ing its o',rm markets open or closed to the other's goods. They have somewhat
different preferences regarding the outcomes.

Figure 10.4 shows the payofftable for the trade game. For the united states,
the best outcome (a payoff of 4) comes when both markets are open; this is
partly because of its overall commitment to the market system and free trade
and partly because of the benefit of trade with Iapan itself-U.S. consumers ger
high-quality cars and consumer electronics products, and u.S. producers can
export their agricultural and high-tech products. Similarly, its worst outcome
(payoff 1) occurs when both markets are closed. of the two outcomes when only
one market is open, the united States would prefer its own market to be open,
because the ]apanese market is smaller, and loss of access to it is less important
than the loss of access to Hondas and Walkmen.

As for lapan, for the purpose of this example we accept the protectionist,
producer-oriented picture of Japan, Inc. Its best outcome is when the u.S. mar-
ket is open and its own is closed; its worst is when matters are the other way
around. of the other two outcomes, it prefers that both markets be open, be-
cause its producers then have access to the much larger u.s. market.3

Both sides have dominant strategies. No matter how the game is played-
simultaneously or sequentially with either move order-the equilibrium out-
come is (open, closed), and the payoffs are (3, 4). This outcome also fits well the

JAPAN

UNITED
STATES

Open 4,3 14

Closed 2, ' l 1,2

FIGURE 1O.4 Payoff Table for U.S.-Japan Trade Game

3Again, we ask you to accept this payoff structure as a vehicle for conveying the ideas. you can
experiment with the payoff tables to see what difference that would make to the role and effective-
ness ol the strategic moves.

http://freepdf-books.com



THREATS AND PROMISES 323

common American impression of how the actual trade policies of the t\\ro coun-
tries work.

Iapan is already getting its best payoff in this equilibrium and so has no
need to try any strategic moves. The united states, however, can try to get a 4
instead of a 3. But in this case an ordinary unconditional commitment will not
work. Japan's best response, no matter what commitment the united States
makes, is to keep its market closed. Then the United States does better for itself
by committing to keep its or,rm market open, which is the equilibrium without
any strategic moves anyway.

But suppose the United states can choose the following conditional re-
sponse rule: "we will close our market if you close yours." The situation then
becomes the two-stage game shown in Figure 10.5. If the united States does not
use the threat, the second stage is as before and leads to the equilibrium in
which the U.S. market is open and it gets a 3, while the Iapanese market is
closed and it gets a 4. If the United States does use the threat, then at the second
stage only Iapan has freedom of choice; given what Japan does, the united
states then merely does what its response rule dictates. Therefore, along this
branch of the tree, we show only Iapan as an active player and write down the
payoffs to the two parties: If Japan keeps its market closed, the united states
closes its own, and the United States gets a I and Japan gets a 2.If Iapankeeps
its market open, then the United States threat has worked, it is happy to keep its
own market open, and it gets a 4, while lapan gets a 3. of these two possibilities,
the second is better for Japan.

Now we can use the familiar rollback reasoning. Knowing how the second
stage will work in all eventualities, it is better for the United States to deploy its
threat at the first stage. This threat will result in an open market in Japan, and
the United States will get its best outcome.

JAPAN

Open ,

UNITED
STATES

Open 42, 3,4

Closed 2, 1 1,2

UNITED w,/
STATES \

(us, J)

No
threat7

\ _-ff i  Closed (1,2)
rhreat .w 

lltpANW<
---w open (4,3)

FIGURE 10.5 Tree for the U.S.-Japan Trade Game with Threat
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Having described the mechanics of the threat, we now point out some of its
important features.

l. \44ren the united states deploys its threat credibly, Japan doesn't follow
its dominant strategy closed. Again, the idea of dominance is relevant only in
the context of simultaneous moves or when lapan moves second. Here, Japan
knows that the United States will take actions that depart from its dominant
strategy. In the payoff table, Japan is looking at a choice between just two cells,
the top left and the bottom right, and, of those two, it prefers the latter.

2. Credibility of the threat is problematic because, if Iapan puts it to the test
by keeping its market closed, the United States faces the temptation to refrain
from carrying out the threat. In fact, if the threatened action were the best U.S.
response after the fact, then there would be no need to make the threat in ad-
vance (but the united states might issue a warning just to make sure that the
fapanese understand the situation). The strategic move has a special role ex-
actly because it locks a player into doing something other than what it would
have wanted to do after the fact. As explained earlier, a threat in the true strate-
gic sense is necessarily costly for the threatener to carry ouu the threatened ac-
tion would inflict mutualharm.

3. The conditional rule "we will close our market if you close yours" does
not completely specify the u.S. strategy. To be complete, it needs an additional
clause indicating what the united States will do in response to an open Japan-
ese market: "and we will keep our market open if you keep yours open." This ad-
ditional clause, the implicit promise, is really part of the threat, but it does not
need to be stated explicitly, because it is automatically credible. Given the pay-
offs of the second-stage game, it is in the best interests of the United States to
keep its market open if Japan keeps its market open. If that were not the case, if
the united States would respond by keeping its market closed even when fapan
kept its ornm market open, then the implicit promise would have to be made ex-
plicit and somehow made credible. otherwise, the u.s. threat would become
tantamount to the unconditional commitment "we will keep our market
closed," and that would not draw forth the desired response from |apan.

4. The threat, when credibly deployed, results in a change in ]apan's action.
we can regard this as deterrence or compellence, depending on the status quo.
If the lapanese market is initially open, and the Japanese are considering a
switch to protectionism, then the threat deters them from that action. But, if the
/apanese market is initially closed, then the threat compels them to open it.
Thus whether a strategic move is deterrent or compellent depends on the status
quo. The distinction may seem to be a matter of semantics, but in practice the
credibility of a move and the way that it works are importantly affected by this
distinction. We return to this matter later in the chapter.

i
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5. Here are a few ways in which the United States can make its threat credi-
ble. First, it can enact a law that mandates the threatened action under the right
circumstances. This removes the temptation action from the set of available
choices at stage 2. Some reciprocity provisions in the World Trade Organization
agreements have this effect, but the procedures are very slow and uncertain.
Second, it can delegate fulfillment to an agency such as the U.S. Commerce De-
partment that is captured by U.S. producers who would like to keep our markets
closed and so reduce the competitive pressure on themselves. This changes the
U.S. payoffs at stage 2-replacing the true U.S. payoffs by those of the Com-
merce Department-with the result that the threatened action becomes truly
optimal. (The danger is that the Commerce Department will then retain a pro-
tectionist stance even if ]apan opens its market; gaining credibility for the threat
may lose credibility for the implied promise.)

6. If a threat works, it doesn't have to be carried out. So its cost to you is im-
material. In practice, the danger that you may have miscalculated or the risk
that the threatened action will take place by error even if the other player com-
plies is a strong reason to refrain from using threats more severe than necessary.
To make the point starkly, the United States could threaten to pull out of defen-
sive alliances with Japan if it didn't buy our rice and semiconductors, but that
threat is "too big" and too risky for the United States to ever carry out; therefore
it is not credible.

But sometimes a range of threats is not available from which a player can
choose one that is, on the one hand, sufficiently big that the other player fears it
and alters his action in the way that the flrst player desires and, on the other
hand, not so big as to be too risky for the flrst player to ever carry out and there-
fore lacking credibility. If the only available threat is too big, then a player can
reduce its size by making its fulfillment a matter of chance. Instead of saying, "If
you don't open your markets, we will refuse to defend you in the future," the
United States can say to Japan, "If you don't open your markets, the relations
between our countries will deteriorate to the point where Congress may refuse
to allow us to come to your assistance if you are ever attacked, even though we
do have an alliance." In fact, the United States can deliberately foster senti-
ments that raise the probability that Congress will do just that; so the Iapanese
will feel the danger more vividly. A threat of this kind, which creates a risk but
not a certainty of the bad outcome, is called brinkmanship. It is an extremely
delicate and even dangerous variant of the strategic move. We will study
brinkmanship in greater detail in Chapter 14.

7. lapan gets a worse outcome when the United States deploys its threat
than it would without this threat; so it would like to take strategic actions that
defeat or disable U.S. attempts to use the threat. For example, suppose its mar-
ket is currently closed, and the United States is attempting compellence. The
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Japanese can accede in principle but stall in practice, pleading necessary delays
for assembling the necessary political consensus to legislate the market open-
ing, then delays for writing the necessary administrative regulations to imple-
ment the legislation, and so on. Because the united states does not want to go
ahead with its threatened action, at each point it has the temptation to accept
the delay. Or fapan can claim that its domestic politics makes it difficult to open
all markets fully; will the United states accept the outcome if Japan keeps just a
few of its industries protected? It gradually expands this list, and at anypoint the
extra small step is not enough cause for the United States to unleash a trade
war. This device of defeating a compellent threat by small steps, or "slice by
slice," is called salami tactics.

B. Example of a Promise: The Restaurant Pricing Game

we now illustrate a promise by using the restaurant pricing game of chapter 5.
We saw in Chapter 5 that the game is a prisoners' dilemma, and we simplifu it
here by supposing that only two choices of price are available: the jointry best
price of $26 or the Nash equilibrium price of $20. The profits for each restaurant
in this version of the game can be calculated by using the functions in Section I
of Chapter 5; the results are shown in Figure 10.6. without any strategic moves,
the game has the usual equilibrium in dominant strategies in which both stores
charge the low price of 20, and both get lower proflts than they would if they
both charged the high price of26.

If either side can make the credible promise "I will charge a high price if you
do," the cooperative outcome is achieved. For example, if Xavier's makes the
promise, then Yvonne's knows that its choice of 26 will be reciprocated, leading
to the payoff shown in the lower-right cell of the table and that its choice of 20
will bring forth Xavier's usual action-namely, 2}-reading to the upper-left
cell. Between the two, Yvonne's prefers the first and therefore chooses the high
price.

The analysis can be done more properly by drawing a tree for the two-stage
game in which Xavier's has the choice of making or not making the promise at

YVONNE'S BISTRO

20 (low) 26 (high)

XAVIER'S
TAPAS

20 (low) 288,288 360,216

26 (high) 216,360 324,324

FIGURE 10.6 Payoff Table for Restaurant Prisoners' Dilemma (S 1 00s per month)
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the flrst stage. We omit the tree, partly so that you can improve your under-
standing of the process by constructing it yourself and partly to show how such
detailed analysis becomes unnecessary as one becomes familiar with the ideas.

The credibility of Xavier's promise is open to doubt. To respond to what
Yvonne's does, Xavier's must arrange to move second in the second stage of the
game; correspondingly, Yvonne's must move flrst in stage 2. Remember that a
first move is an irreversible and observable action. Therefore, if Yvonne's moves
flrst and prices high, it leaves itself r,'Lrlnerable to Xavier's cheating, and Xavier's
is very tempted to renege on its promise to price high when it sees Yvonne's in
this r,ulnerable position. Xavier's must somehow convince Yvonne's that it will
not give in to the temptation to charge a low price when Yvonne's charges a
high price.

How can it do so? Perhaps Xavier's owner can leave the pricing decision in
the hands of a local manager, with clear written instructions to reciprocate with
the high price if Yvonne's charges the high price. Xavier's owner can invite
Yvonne's to inspect these instructions, after which he leaves on a solo round-
the-world sailing trip so that he cannot rescind them. (Even then, Yvonne's
management may be doubtful-Xavier might secretly carry a telephone or a
laptop computer on board.) This scenario is tantamount to removing the cheat-
ing action from the choices available to Xavier's at stage 2.

Or Xavier's restaurant can develop a reputation for keeping its promises, in
business and in the community more generally. In a repeated relationship, the
promise may work because reneging on the promise once may cause future co-
operation to collapse. In essence, an ongoing relationship means splitting the
game into smaller segments, in each of which the benefit from reneging is too
small to justiff the costs. In each such game, then, the payoff from cheating is
altered by the cost of collapse of future cooperation.a

We saw earlier that every threat has an implicit attached promise. Similarly,
every promise has an implicit attached threat. In this case, it is "I will charge the
low price if you do." It does not have to be stated explicitly, because it is auto-
matically credible-it describes Xavier's best response to Yvonne's low price.

There is also an important difference between a threat and a promise. If a
threat is successful, it doesn't have to be carried out and is then costless to the
threatener. Therefore a threat can be bigger than what is needed to make it ef-
fective (although making it too big may be too risky, even to the point of losing
its credibility as suggested earlier). If a promise is successful in altering the
other's action in the desired direction, then the promisor has to deliver what he
had promised, and so it is costly. In the preceding example, the cost is simply

tln Chapter 1 1, we will investigate in great detail the importance of repeated or ongoing relation-

ships in attempts to reach the cooperative outcome in a prisoners' dilemma.
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giving up the opportunity to cheat and get the highest payoff; in other instances
where the promisor offers an actual gift or an inducement to the other, the cost
may be more tangible. In either case, the player making the promise has a nat-
ural incentive to keep its size small-just big enough to be effective.

c. Example combining Threat and promise: Joint u.s.-china politicalAction

\Mhen we considered threats and promises one at a time, the explicit statement
of a threat included an implicit clause of a promise that was automatically cred-
ible, and vice versa. There can, however, be situations in which the credibility of
both aspects is open to question; then the strategic move has to make both as-
pects explicit and make them both credible.

our example of an explicit-threat-and-promise combination comes from a
context in which multiple nations must work together toward some common
goal in dealing with a dangerous situation in a neighboring country. specifi-
cally, we consider an example of the United states and china contemplating
whether to take action to compel North Korea to give up its nuclear weapons
programs. we show in Figure 10.7 the payoff table for the United states and
China when each must choose between action and inaction.

Each countrywould like the other to take on the whole burden of taking ac-
tion against the North Koreans; so the top-right cell has the best payoff for the
United States (4), and the bottom-left cell is best for China. The worst situation
for the United States is where no action is taken, because it flnds the increased
threat of nuclear war in that case to be unacceptable. For china, however, the
worst outcome arises when it takes on the whole burden of action, because the
costs of action are so high. Both regard a joint involvement as the second-best (a
payoff of 3). The United States assigns a payoff of 2 to the situation in which it is
the only one to act. And, for china, a payoff of 2 is assigned to the case in which
no action is taken.

without any strategic moves, the intervention game is dominance solvable.
Inaction is the dominant strategy for china, and then Action is the best choice
for the united States. The equilibrium outcome is the top-right cell, with payoffs
of 2 for the United States and 4 for china. Because china gets its best outcome,

CHINA

UNITED
STATES

Action 2,4

Inaction 4,1 1,2

FIGURE 1 0.7 Payoff Table for U.S.-China pol i t ical Action Game
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it has no reason to try any strategic moves. But the united states can tnr to do
better than a 2.

\A4rat strategic move will work to improve the equilibrium payoff for the
united States? An unconditional move (commitment) will not work, because
china will respond with "Inaction" to either first move by the united states. A
threat alone ("we won't take action unless you do") does not work, because the
implied promise ("we will if you do") is not credible-if china does act, the
united States would prefer to back off and leave everything to china, getting a
payoff of 4 instead of the 3 that would come from fulfilling the promise. A
promise alone won't work: because China knows that the United States will in-
tervene if china does not, an American promise of "we will intervene if you do,'
becomes tantamount to a simple commitment to intervene; then china can
stay out and get its best payoff of4.

In this game, an explicit promise from the United states must carry the im,
plied threat "we won't take action if you don't," but that threat is not automati_
cally credible. Similarly, America's explicit threat must carry the implied
promise "we will act if you do," but that also is not automatically credible.
Therefore the united states has to make both the threat and the promise ex_
plicit. It must issue the combined threat-cum-promise ,,we will act if, and only
if, you do." It needs to make both clauses credible. Usually such credibility has
to be achieved by means of a treaty that covers the whole relationship, not just
with agreements negotiated separately when each incident arises.

A. When Do Strategic Moves Help?

we have seen several examples in which a strategic move brings a better out-
come to one player or another, compared with the original game without such
moves. \.A,/hat can be said in general about the desirability of such moves?

An unconditional move-a commitment-need not always be advanta-
geous to the player making it. In fact, if the original game gives the advantage to
the second mover, then it is a mistake to commit oneself to move in advance.
thereby effectively becoming the first mover.

The availability of a conditional move-threat or promise-can never be an
actual disadvantage. At the very worst, one can commit to a response rule that
would have been optimal after the fact. However, if such moves bring one an ac-
tual gain, it must be because one is choosing a response rule that in some even-
tualities specifies an action different from what one would find optimal at that
later time. Thus whenever threats and promises bring a positive gain, they do so
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precisely when (one might say precisely because) their credibility is inherently
questionable, and must be achieved by some specific credibility ,,device.,' we
have mentioned some such devices in connection with each earlier example
and will later discuss rhe topic of achieving credibility in greater generality.

\A/hat about the desirability of being on the receiving end of a strategic move?
It is never desirable to let the other player threaten you. If a threat seems likely,
you can gain by looking for a different kind of advance action-one that makes
the threat less effective or less credible. We will consider some such actions
shortly. However, it is often desirable to let the other player make promises to
you. in fact, both players may benefit when one can make a credible promise, as
in the prisoners' dilemma example of restaurant pricing earlier in this chapter, in
which a promise achieved the cooperative outcome. Thus it may be in the play-
ers' mutual interest to facilitate the making of promises by one or both of them.

B. Deterrence Versus Compellence

In principle, either a threat or a promise can achieve either dererrence or com-
pellence. For example, a parent who wants a child to study hard (compellence)
can promise a reward (a new racing bike) for good performance in school or can
threaten a punishment (a strict curfew the following term) if the performance is
not sufficiently good. similarly, a parent who wants the child to keep away from
bad company (deterrence) can try either a reward (promise) or a punishment
(threat). In practice, the two types of strategic moves work somewhat differ-
ently, and that will affect the ultimate decision regarding which to use. Gener-
ally, deterrence is better achieved by a threat and compellence by a promise.
The reason is an underlying difference of timing and initiative.

A deterrent threat can be passive-you don't need to do anything so long as
the other player doesn't do what you are trying to deter. And it can be static-you
don't have to impose any time limit. Thus you can set a trip wire and then leave
things up to the other player. so the parent who wants the child to keep away
from bad company can say, "If I ever catch you with X again, I will impos e a 7 p.xt.
curfew on you for a whole year." Then the parent can sit back to wait and watch;
only if the child acts contrar:y to the parent's wishes does the parent have to act
on her threat. Tryrng to achieve the same deterrence by a promise would require
more complex monitoring and continual action: "At the end of each month in
which I know that you did not associate with X, I will give you g25.,,

compellence must have a deadline or it is pointless-the other side can de-
feat your purpose by procrastinating or by eroding your threat in small steps
(salami tactics). This makes a compellent threat harder to implement than a
compellent promise. The parent who wants the child to study hard can simply
say, "Each term that you get an average of B or better, I will give you cDs or
games worth $500." The child will then take the initiative in showing the parent
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each time he has fulfllled the conditions. Trying to achieve the same thing by a
ihreat-"Each term that your average falls below B, I will take away one of your
computer games"-will require the parent to be much more vigilant and active.
The child will postpone bringing the grade report or will try to hide the games.

The concepts of reward and punishment are relative to those of some status
quo. If the child has a perpetual right to the games, then taking one away is a
punishment; if the games are temporarily assigned to the child on a term-by-
term basis, then renewing the assignment for another term is a reward. There-
fore you can change a threat into a promise or vice versa by changing the status
quo. You can use this change to your own advantage when making a strategic
move. If you want to achieve corrlpellence, try to choose a status quo such that
what you do when the other player acts to complywith your demand becomes a
reward, and so you are using a compellent promise. To give a rather dramatic
example, a mugger can convert the threat "If you don't give me your wallet, I
will take out my knife and cut your throat" into the promise "Here is a knife at
your throat; as soon as you give me your wallet I will take it away." But, if you
want to achieve deterrence, try to choose a status quo such that, if the other
player acts contrary to your wishes, what you do is a punishment, and so you
are using a deterrent threat.

:
riiiilii

We have emphasized the importance of credibility of strategic moves throughout,
and we accompanied each example with some brief remarks about how credibil-
ity could be achieved in that particular context. Devices for achieving credibility
are indeed often context specific, and there is a lot of art to discovering or devel-
oping such devices. Some general principles can help you organize your search.

We pointed out two broad approaches to credibility: (1) reducing your own
future freedom of action in such a way that you have no choice but to carry out
the action stipulated by your strategic move and (2) changing your own future
payoffs in such a way that it becomes optimal for you to do what you stipulate in
your strategic move. we now elaborate some practical methods for implement-
ing each ofthese approaches.

A. ReducingYour Freedom ofAction

l. AUT0MAT|( tutHttMENT Suppose at stage I you relinquish your choice at stage 2
and hand it over to a mechanical device or similar procedure or mechanism that
is programmed to carry out your committed, threatened, or promised action
under the appropriate circumstances. You demonstrate to the other player that
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you have done so. Then he will be convinced that you have no treedom to
change your mind, and your strategic move wilr be credible. The doomsday de-
vice, a nuclear explosive device that would detonate and contaminate the whole
world's atmosphere if the enemy launched a nuclear attack, is the best-known
example, popularized by the early 1960s movies Fait Safe and Dr. Strangeloue.
Luckily, it remained in the realm of fiction. But automatic procedures that retali-
ate with import tariffs if another country tries to subsidize its exports to your
country (counterv'ailing duties) are quite common in the arena of trade policy.

ll' DELEGATI0N A fulfillment device does not even have to be mechanical. you could
delegate the power to act to another person or to an organization that is required
to follow certain preset rules or procedures. In fact, that is how the countervailing
duties work. They are set by two agencies of the u.s. government-the com-
merce Department and the International Trade commission-whose operating
procedures are laid dor,r,n in the general trade laws of the country.

An agent should not have his own objectives that defeat the purpose of his
strategic move. For example, if one player delegates to an agent the task of in_
flicting threatened punishment and the agent is a sadist who enjoys inflicting
punishment, then he may act even when there is no reason to act-that is, even
when the second player has complied. If the second prayer suspects this, then
the threat loses its effectiveness, because the punishment becomes a case of
"damned if you do and damned if you don,t.,'

Delegation devices are not complete guarantees of credibility. Even the
doomsday device may fail to be credible if the other side suspects that you con_
trol an override button to prevent the risk of a catastrophe. nnd delegation and
mandates can always be altered; in fact, the u.s. government has often set aside
the stipulated countervailing duties and reached other forms of agreements
with other countries so as to prevent costly trade wars.

lll ' BURNTNG BRTDGES Many invaders, from Xenophon in ancient Greece to william
the conqueror in England to cortes in Mexico, are supposed to have deliber-
ately cut off their own army's avenue of retreat to ensure that it will flght hard.
Some of them literally burned bridges behind them, while others burned ships,
but the device has become a cliche. Its most recent users in military contexts
may have been the Iapanese kamikaze pilots in world war II, who took only
enough fuel to reach the u.s. naval ships into which they were to ram their air_
planes. The principle even appears in the earliest known treatise on war, in a
commentary attributed to prince Fu ch'ai: "wild beasts, when they are at bay,
fight desperately. How much more is this true of men! If they know there is no
alternative they will fight to the death.,,5

ssun Tzu, The Art of War, trans. Samuel B. Griffith (oxford: oxford University press, I963), p. 110.
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Related devices are used in other high-stakes games. Although the Euro-
pean Monetary Union could have retained separate currencies and merely fixed
the exchange rates between them, a common currencywas adopted precisely to
make the process irreversible and thereby give the member countries a much
greater incentive to make the union a success. (In fact, it is the extent of the nec-
essary commitment that has kept some nations, Great Britain in particular,
from agreeing to be part of the European Monetary Union.) It is not totally im-
possible to abandon a common currency and go back to separate national ones;
it is just inordinately costly. If things get really bad inside the union, one or
more countries may yet choose to get out. As with automatic devices, the credi-
bility of burning bridges is not an all-or-nothing matter, but one of degree.

lv. cuTTlNG oFF coMMUNtcATtoN If you send the other player a message demonstrat-
ing your commitment and at the same time cut off any means for him to com-
municate with you, then he cannot argue or bargain with you to reverse your
action. The danger in cutting off communication is that, if both players do so si-
multaneously, then they may make mutually incompatible commitments that
can cause great mutual harm. Additionally, cutting off communication is harder
to do with a threat, because you have to remain open to the one message that
tells you whether the other player has complied and therefore whether you need
to carry out your threat. In this age, it is also quite difficult for a person ro cut
himself off from all contact.

But players who are large teams or organizations can tryvariants of this de-
vice. consider a labor union that makes its decisions at mass meetings of mem-
bers. To convene such a meeting takes a lot of planning-reserving a hall,
communicating with members, and so forth-and several weeks of time. A
meeting is convened to decide on a wage demand. If management does not
meet the demand in full, the union leadership is authorized to call a strike and
then it must call a new mass meeting to consider any counteroffer. This
process puts management under a lot of time pressure in the bargaining; it
knows that the union will not be open to communication for several weeks at a
time. Here, we see that cutting off communication for extended periods can es-
tablish some degree of credibility, but not absolute credibility. The union's de-
vice does not make communication totally impossible; it only creates several
weeks of delay.

B. Changing Your Payoffs

l. REPUTATI0N You can acquire a reputation for carrying out threats and deliver-
ing on promises. such a reputation is most useful in a repeated game against
the same player. It is also useful when playing different games against different
players, if each of them can observe your actions in the games that you play

http://freepdf-books.com



334 [CH. 1o] STRATEGIC MOVES

with others. The circumstances favorable to the emergence of such a reputa-
tion are the same as those for achieving cooperation in the prisoners' dilemma,
and for the same reasons. The greater the likelihood that the interaction will
continue and the greater the concern for the future relative to the present, the
more likely the players will be to sacrifice current temptations for the sake of
future gains. The players will therefore be more willing to acquire and maintain
reputations.

In technical terms, this device links different games, and the payoffs of ac-
tions in one game are altered by the prospects of repercussions in other games.
If you fail to carry out your threat or promise in one game, your reputation suf-
fers and you get a lower payoff in other games. Therefore when you consider
any one of these games, you should adjust your payoffs in it to take into consid-
eration such repercussions on your payoffs in the linked games.

The beneflt of reputation in ongoing relationships explains why your regu-
lar car mechanic is less likely to cheat you by doing an unnecessary or exces-
sively costly or shoddy repair than is a random garage that you go to in an
emergency. But what does your regular mechanic actually stand to gain from
acquiring this reputation if competition forces him to charge a price so low that
he makes no profit on any deal? His integrity in repairing your car must come at
a price-you have to be willing to let him charge you a little bit more than the
rates that the cheapest garage in the area might advertise.

The same reasoning also explains why, when you are away from home, you
might settle for the known quality of a restaurant chain instead of taking the
risk of going to an unknown local restaurant. And a department store that ex-
pands into a new line of merchandise can use the reputation that it has ac-
quired in its existing lines to promise its customers the same high quality in the
newline.

In games where credible promises by one or both parties can bring mutual
benefi.t, the players can agree and even cooperate in fostering the development
of reputation mechanisms. But, if the interaction ends at a knor.tm flnite time,
there is always the problem of the endgame.

In the Middle East peace process that started in 1993 with the Oslo Accord,
the early steps, in which Israel transferred some control over Gaza and small
isolated areas of the West Bank to the Palestinian Authority and in which the lat-
ter accepted the existence oflsrael and reduced its anti-Israel rhetoric violence,
continued well for a while. But, as flnal stages of the process approached, mu-
tual credibility of the next steps became problematic, and by 1998 the process
stalled. Sufficiently attractive rewards could have come from the outside; for ex-
ample, the United States or Europe could have given to both parties contingent
offers of economic aid or prospects of expanded commerce to keep the process
going. The United States offered Egypt and Israel large amounts of aid in this
way to achieve the Camp David Accords in 1978. But such rewards were not of-
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the date of this writing, prospects for

ll ' DlvlDlNG THE GAME lNT0 sMAtt STEPS Sometimes a single game can be divided into a
sequence of smaller games, thereby allowing the reputation mechanism to
come into effect. Tn home-construction projects, it is customary to pay by in-
stallments as the work progresses. In the Middle East peace process, Israel
would never have agreed to a complete transfer of the west Bank to the pales_
tinian Authority in one fell swoop in return for a single promise to recognize Is_
rael and cease the terrorism. proceeding in steps has enabled the process to go
at least part of the way. But this again illustrates the difflculty of sustaining the
momentum as the endgame approaches.

lll' TEAMW0RK Teamwork is yet another way to embed one game into a larger game
to enhance the credibility of strategic moves. It requires that a group of players
monitor one another. If one fails to carry out a threat or a promise, others are re_
quired to inflict punishment on him; failure to do so makes them in turn r,ulnera-
ble to similar punishment by others, and so on. Thus a prayer's payoffs in the
larger game are altered in a way that makes adhering to the team's creed credible.

Many universities have academic honor codes that act as credibility devices
for students. Examinations are not proctored by the faculty; instead, students
are required to report to a student committee if they see any cheating. Then the
committee holds a hearing and hands out punishment, as severe as suspension
for a year or outright expulsion, if it flnds the accused student guilty of cheating.
students are very reluctant to place their fellow students in such jeopardy. Tt
stiffen their resolve, such codes include the added twist that failure to report an
observed infraction is itself an offense against the code. Even then, the general
belief is that the system works only imperfectly. A poll conducted at princeton
university last year found that only a third of students said that they would re_
port an observed infraction, especially if they knew the guilty person.

lv. lRRATI0NAuTy Your threat may lack credibility because the other player knows
that you are rational and that it is too costly for you to follow through with your
threatened action. Therefore others believe you will not carry out the threat_
ened action if you are put to the test. you can counter this problem by claiming
to be irrational so that others will believe that your payoffs are difl'erent from
what they originally perceived. Apparent irrationality can then turn into strate-
gic rationality when the credibility of a threat is in question. similarly, appar_
ently irrational motives such as honor or saving face may make it credible that
you will deliver on a promise even though tempted to renege.

The other player may see through such rational irrationality. Therefore if
you attempt to make your threat credible by claiming irrationality, he will not
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readily believe you. You will have to acquire a reputation for irrationality, for ex-
ample, by acting irrationally in some related game. You could also use one of
the strategies discussed in Chapter 9 and do something that is a credible signal
of irrationality to achieve an equilibrium in which you can separate from the
falsely irrational.

v. CoNTRACTS You can make it costly to yourself to fail to carry out a threat or to
deliver on a promise by signing a contract under which you have to pay a suffl-
ciently large sum in that eventuality. If such a contract is uritten with sufficient
clarity that it can be enforced by a court or some outside authority, the change
in payoffs makes it optimal to carry out the stipulated action, and the threat or
the promise becomes credible.

In regard to a promise, the other player can be the other party to the con-
tract. It is in his interest that you deliver on the promise; so he will hold you to
the contract if you fail to fulfill the promise. A contract to enforce a threat is
more problematic. The other player does not want you to carry out the threat-
ened action and will not enforce the contract unless he gets some longer-term
benefit in associated games from being subject to a credible threat in this one.
Therefore in regard to a threat, the contract has to be with a third party. But,
when you bring in a third party and a contract merely to ensure that you will
carry out your threat if put to the test, the third party does not actually benefit
from your failure to act as stipulated. The contract thus becomes r,'ulnerable to
any renegotiation that would provide the third-party enforcer with some posi-
tive benefits. If the other player puts you to the test, you can say to the third
party, "Look, I don't want to carry out the threat. But I am being forced to do so
by the prospect of the penalty in the contract, and you are not getting an),'thing
out of all this. Here is a real dollar in exchange for releasing me from the con-
tract. " Thus the contract itself is not credible; therefore neither is the threat. The
third party must have its own longer-term reasons for holding you to the con-
tract, such as wanting to maintain its reputation, if the contract is to be renego-
tiation proof and therefore credible.

Written contracts are usually more binding than verbal ones, but even ver-
bal ones may constitute commitments. lVhen George Bush said, "Read my lips;
no new taxes," in the presidential campaign of 1988, the American public took
this promise to be a binding contract; when Bush reneged on it in 1990, the
public held that against him in the election of 1992.

vt. BRINKMANSHIP In the U.S.-Iapan trade-policy game, we found that a threat
might be too "large" to be credible. If a smaller but effective threat cannot be
found in a natural way, the size of the large threat can be reduced to a credible
level by making its fulfillment a matter of chance. The United States cannot
credibly say to |apan, "If you don't keep your markets open to U.S. goods, we
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will not defend you if the Russians or the chinese attack you." But it can credi-
bly say, "If you don't keep your markets open to u.s. goods, the relations be-
tween our countries will deteriorate, which will create the risk that, if yoll are
faced with an invasion, congress at that time will not sanction U.s. military in-
volvement in your aid." As mentioned earlier, such deliberate creation of risk is
called brinkmanship. This is a subtle idea, difficult to put into practice.
Brinkmanship is best understood by seeing it in operation, and the detailed case
study of the Cuban missile crisis in Chapter 14 serves just that purpose.

we have described several devices for making one's strategic moves credi-
ble and examined how well they work. In conclusion, we want to emphasize a
feature common to the entire discussion. Credibility in practice is not an all-or-
nothing matter but one of degree. Even though the theory is stark-rollback
analysis shows either that a threat works or that it does not-practical applica-
tion must recognize that between these polar extremes lies a whole spectrum of
possibility and probability.

If your opponent can make a commitment or a threat that works to your disad-
vantage, then, before he actually does so, you may be able to make a strategic
countermove of your ornm. You can do so by making his future strategic move less
effective, for example, by removing its irreversibility or undermining its credibil-
ity. In this section, we examine sonle devices that can help achieve this purpose.
some are similar to devices that the other side can use for its oltm needs.

A. lrrationality

Irrationality can work for the would-be receiver of a commitment or a threat
just as well as it does for the other player. If you are known to be so irrational
that you will not give in to any threat and will suffer the damage that befalls you
when your opponent carries out that threat, then he may as well not make the
threat in the first place, because having to carry it out will only end up hurting
him, too. Everything that we said earlier about the difficulties of creclibly con-
vincing the other side of your irrationality holds true here as well.

B. Cutting Otf Communication

If you make it impossible for the other side to convey to you the message that it
has made a certain commitment or a threat, then your opponent will see no point
in doing so. Thomas Schelling illustrates this possibility with the story of a child
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who is crying too loudly to hear his parent's threats.b Thus it is pointless for the
parent to make any strategic moves; communication has effectivelybeen cut off.

C. leaving Escape Routes 0pen

If the other side can benefit by burning bridges to prevent its retreat, you can
benefit by dousing those flres or perhaps even by constructing new bridges or
roads by which your opponent can retreat. This device was also known to the
ancients. Sun Tzu said, "To a surrounded enemy, you must leave a way of es-
cape." The intent is not actually to allow the enemy to escape. Rather, "show
him there is a road to safety, and so create in his mind the idea that there is an
alternative to death. Then strike."7

D. Undermining Your 0pponent's Motive to Uphold His Reputation

If the person threatening you says, "Look, I don't want to carry out this threat,
but I must because I want to maintain my reputation with others," you can re-
spond, "It is not in my interest to publicize the fact that you did not punish me. I
am only interested in doing well in this game. i will keep quiet; both of us will
avoid the mutually damaging outcome; and your reputation with others will
stay intact." Similarly, if you are a buyer bargaining with a seller and he refuses
to lower his price on the grounds that, "if I do this for you, I would have to do it
for everyone else," you can point out that you are not going to tell anyone else.
This may not work; the other player may suspect that you would tell a few
friends who would tell a few others. and so on.

E. SalamiTactics

Salami tactics are devices used to whittle dor.r,n the other player's threat in the
way that a salami is cut-one slice at a time. You fail to comply with the other's
wishes (whether for deterrence or compellence) to a very small degree so that it
is not worth the other's while to carry out the comparatively more drastic and
mutually harmful threatened action just to counter that small transgression. If
that works, you transgress a little more, and a little more again, and so on.

You know this perfectly well from your own childhood. Schelling8 gives a
wonderful description of the process:

Salami tactics, we can be sure, were invented by a child. . . . Tell a child not
to go in the water and he'll sit on the bank and submerge his bare feet; he is

oThomas C. Schelling, The Strategy of Conflict (OyJord: Oxford University Press, 1960), p. la6.
TSun Tzu, The Art of War,pp. 109-110.
oThomas C. Schelling, Arms and Influence (New Haven: Yale University Press, I966), pp. 66-67.
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not yet "in" the water. Acquiesce, and he'll stand up; no more of him is in the
water than before. Think it over, and he'll start wading, not going any
deeper. Take a moment to decide whether this is different and he'll go a little
deeper, arguing that since he goes back and forth it all averages out. pretty
soon we are calling to him not to swim out of sight, wondering whatever
happened to all our discipline.

salami tactics work particularly well against compellence, because they can
take advantage of the time dimension. \Mhen your mother tells you to clean up
your room "or else," you can put off the task for an extra hour by claiming that
you have to finish your homework, then for a half day because you have to go to
football practice, then for an evening because you can't possibly miss the simp-
sons on TV, and so on.

To counter the countermove of salami tactics you must make a correspond-
ingly graduated threat. There should be a scale of punishments that fits the
scale of noncompliance or procrastination. This can also be achieved by gradu-
ally raising the risk of disaster, another application of brinkmanship.

ffiii+{ii{$f'i{#Sfi{ri,.{i,{i,1 SUMMARY

Actions taken by players to fix the rules of later play are knornm as strategic
moues. These first moves must be obseruable and irreuersible to be true first
moves, and they must be credible if they are to have their desired effect in alter-
ing the equilibrium outcome of the game . Commitmentis anunconditional flrst
move used to seize a flrst-mover advantage when one exists. Such a move usu-
ally entails committing to a strategy that would not have been one's equilibrium
strategy in the original version of the game.

Conditional first moves such as threats and promises are response rules de-
signed either ro deter rivals' actions and preserve the status quo or to compelri-
vals' actions and alter the status quo. Threats carry the possibility of mutual
harm but cost nothing if they work; threats that create only the risk of a bad out-
come fall under the classification of brinkmanship. Promises are costly only to
the maker and only if they are successful. Threats can be arbitrarily large, al-
though excessive size compromises credibility, but promises are usually kept just
large enough to be effective. If the implicit promise (or threat) that accompanies
a threat (or promise) is not credible, players must make a move that combines
both a promise and a threat and see to it that both components are credible.

Credibility must be established for any strategic move. There are a number of
general principles to consider in making moves credible and a number of specific
devices that can be used to acquire credibility. They generally work either by re-
ducing your own future freedom to choose or by altering your ovrn payoffs from
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future actions. specific devices of this kind include establishing a reputation,
using teamwork, demonstrating apparent irratio'ality, burning bridges, and
making contracts, although the acquisition of credibility is often context specific.
similar devices exist for countering strategic moves made by rival players.

!

rtiijiii.: rr..' KEY TE RMS ifiii;iiiiririlrir

brinkmanship (3fZ)
commitment (313)
compellence (314)
contract (336)
deterrence (314)
doomsday device (332)
irreversible (312)
observable (312)

promise (314)
rational irrationality (935)
reputation (333)
response rule (314)
salami tactics (000)
strategic moves (31l)
threat (314)

itiili:iitilitifi EXERC|SES iiii..ffiiiriii:i;ii+iirtl,iii_ii:

l. "one could argue that the size of a promise is naturally bounded, while in
principle a threat can be arbitrarily severe so long as it is credible (and error
free)." First, briefly explain why the statement is true. Despite the truth of
the statement, players might find that an arbitrarily severe threat might not
be to their advantage. Explain why the latter statement is arso rrue.

2. rn a scene ffom the movie Manhattan Murd,er Mystery, woody AIen and
Diane Keaton are at a hockey game in Madison Square Garden. she is obvi-
ously not enjoying herself, but he tells her: ,,Remember otrr deal. you stay
here with're for the entire hockey game, and next week I will come to the
opera with you and stay until the end." Later, we see them coming out of the
Met into a deserted Lincoln Center square while inside the music is still
playing. Keaton is visibly upset: "what about our deal? I stayed to the end of
the hockey garne, and so you were supposed to stay till the end of the
opera." Allen answers: "you know I can't listen to too much wagner. At the
end of the first act, I already felt the urge to invade poland." comment on
the strategic choices made here by using your knowredge of the theory of
strategic moves and credibility.

3. consider a game between a parent and a child. The child can choose to be
good (G) or bad (B); the parent can punish the child (p) or not (N). The child
gets enjoyment worth a I from bad behavior, but hurt worth -2 from pun-
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ishment. Thus a child who behaves well and is not punished gets a 0; one
who behaves badly and is punished gets I - 2 : -I; and so on. The parent
gets -2 from the child's bad behavior and - I from inflicting punishment.
(a) Set up this game as a simultaneous-move game, and flnd the equilibrium.
(b) Next, suppose that the child chooses G or B first and that the parent

chooses its P or N after having observed the child's action. Draw the
game tree and find the subgame-perfect equilibrium.

(c) Now suppose that, before the child acts, the parent can commit to a
strategy-for example, the threat "P if B" ("If you behave badly, I will
punish you"). How many such strategies does the parent have? Write
down the table for this game. Find all pure-strategy Nash equilibria.

(d) How do your answers to parts b and c differ? Explain the reason for the
difference.

For each of the following three games, answer these questions: (i) \.44rat is
the equilibrium if neither player can use any strategic moves? (ii) Can one
player improve his payoff by using a strategic move (commitment, threat, or
promise) or a combination of such moves? If so, which plaver makes what
strategic move(s)?

(a)

COLUMN

ROW
Up 0,0 2, 1

Down 1,2 0,0

(b)

COLUMN

f-eft

ROW
Up 4,3 3,4

Down 11 I '  z

(c)

COLUMN

Left , Right

ROW
Up 4,1 2,2

Down 1,4
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5. The general strategic game in Thucydides' history of the Peloponnesian War
has been expressed in game-theoretic terms by Professor William Charron
of St. Louis University.s Athens had acquired a large empire of coastal cities
around the Aegean as a part of its leadership role in defending the Greek
world from Persian invasions. Sparta, fearing Athenian power, was contem-
plating war against Athens. If Sparta decided against war, Athens would
have to decide whether to retain or relinquish its empire. But Athens in turn
feared that, if it gave independence to the cities, they could choose to join
Sparta in a greatly strengthened alliance against Athens and receive very fa-
vorable terms from Sparta for doing so. Thus there are three players, Sparta,
Athens, and Small cities, who move in this order. There are four outcomes,
and the payoffs are as follows (4 being best):

Outcome Sparta Athens 9:z;:oll t:.i!.ie,*

War 2 2

Athens retains empire 1 4

Small ci t ies join Sparta 4

Small ci t ies stay independent 3

(a) Draw the game tree and find the rollback equilibrium. Is there another
outcome that is better for all players?

(b) \Mhat strategic move or moves could attain the better outcome? Discuss
the credibility of such moves.

6. In the classic film Mary Poppins, the Banks children are players in a strategic
game with a number of different nannies. In their view of the world, nannies
are inherently harsh, but playing tricks on such nannies is great fun. That is,
they view themselves as playing a game in which the nanny moves flrst, show-
ing herself to be either Harsh or Nice, and the children move second, choosing
to be Good or Mischievous. The nanny prefers to have Good children to take
care of but is also inherently harsh, and so she gets her highest payoff of 4 from
(Harsh, Good) and her lowest payoff of I from (Nice, Mischievous), with (Nice,
Good) yielding 3 and (Harsh, Mischievous) yielding 2. The children similarly
most prefer to have a Nice nanny and then to be Mischievous; they get their
highest two payoffs when the nanny is Nice (4 if Mischievous, 3 if Good) and
their lowest two payoffs when the nanny is Harsh (2 if Mischievous, I if Good).
(a) Draw the game tree for this game and find the subgame-perfect equilib-

rium in the absence of any strategic moves.

swilliam C. Charron, "Greeks and Games: Forerunners of Modern Game Theory," Forum for So-
cial Economics, vol. 29, no. 2 (Spring 2000), pp. 1-32.
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(b) In the film, before the arrival of Mary poppins, the children r,rrite their
own ad for a new nanny in which they state: "If you won't scold and
dominate us, we will never give you cause to hate us; we won't hide
your spectacles so you can't see, put toads in your bed, or pepper in
your tea." use the tree from part a to argue that this statement consti-
tutes a promise. \.vhat would the outcome of the game be if the promise
works?

(c) \tvhat is the implied threat that goes with the promise in part b? Is that
promise automatically credible? Explain your answer.

(d) How could the children make the promise in part b credible?
(e) Is the promise in part b compellent or deterrent? Explain your answer

by referring to the status quo in the game-namely, what would happen
in the absence of the strategic move.

7. It is possible to reconfigure the payoffs in the game in Exercise 6 so that the
children's statement in their ad is a threat, rather than a promise.
(a) Redraw the tree from Exercise 6a and flll in payoffs for both players so

that the kids' statement become s a threatinthe full technical sense.
(b) Deflne the status quo in your game, and determine whether the threat is

deterrent or compellent.
(c) Explain why the threatened action is not automatically credible, given

your payoff structure.
(d) Explain why the implied promise rs automatically credible.
(e) Explain why the kids would want to make a threat in the first place, and

suggest a way in which they might make their threatened action credible.

B. The following is an interpretation of the rivalry between the united states
and the soviet union for geopolitical influence in the 1970s and 19g0s.10
Each side has the choice of two strategies: Aggressive and Restrained. The
soviet union wants to achieve world domination, so being Aggressive is its
dominant strategy. The united States wants to prevent the soviet union
from achieving world domination; it will match soviet aggressiveness with
aggressiveness, and restraint with restraint. specifically, the payoff table is:

SOVIET UNION

RestrainedAggressive

UNITED
STATES

Restra ined 4,3 1,4

Aggressive 5' l 2 ,2

rOWe thank political science professor Thomas Schwartz at UCLA for the idea for this exercise.
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For each player, 4 is best and I is worst.
(a) Consider this game when the two countries move simultaneously. Find

the Nash equilibrium.
(b) Next consider three different and alternative ways in which the game

could be played with sequential moves: (i) The United States moves
first and the Soviet Union moves second. (ii) The Soviet Union moves
first and the United States moves second. (ii i) The Soviet Union
moves first and the United States moves second, but the Soviet Union
has a further move in which it can change its first move. For each
case, draw the game tree and find the subgame-perfect equilibrium.

(c) \A{hat are the key strategic matters (commitment, credibiliff, and so on)
for the two countries?

9. Consider the following games. In each case, (i) identify which player can
benefit from making a strategic move, (ii) identify the nature of the strategic
move appropriate for this purpose, (iii) discuss the conceptual and practical
difficulties that will arise in the process of making this move credible, and
(iv) discuss whether and how the difficulties can be overcome.
(a) The other countries of the European Monetary Union (France, Ger-

many, and so on) would like Britain to join the common currency and
the common central bank.

(b) The United States would like North Korea to stop exporting missiles and
missile technology to countries such as Iran and would like China to
join the United States in working toward this aim.

(c) The United Auto Workers would like U.S. auto manufacturers not to
build plants in Mexico and would like the U.S. government to restrict
imports of autos made abroad.

(d) The students at your university or college want to prevent the adminis-
tration from raising tuition.

(e) Most participants, as well as outsiders, want to achieve a durable peace
in situations such as those in Northern Ireland and the Middle East.

10. Write a brief description of a game in which you have participated, entailing
strategic moves such as a commitment, threat, or promise and paying spe-
cial attention to the essential aspect of credibility. Provide an illustration of
the game if possible, and explain why the game that you describe ended as
it did. Did the players use sound strategic thinking in making their choices?
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The Prisoners'Dilemma
and Repeated Games

I 
N rHrs cHAprER, we continue our study of broad classes of games with an

! analysis of the prisoners' dilemma game. It is probably rhe classic example of

I the theory of strategy and its implications for predicting the behav-ior of
I game players, and most people who learn only a little bit of game theory
learn about it. Even people who know no game theory may know the basic story
behind this game or they may have at least heard that it exists. The prisoners'
dilemma is a game in which each player has a dominant strategy, but the equi-
librium that arises when all players use their dominant strategies provides a
worse outcome for every player than would arise if they all used their domi-
nated strategies instead. The paradoxical nature of this equilibrium outcome
leads to several more complex questions about the nature of the interactions
that only a more thorough analysis can hope to answer. The purpose of this
chapter is to provide that additional thoroughness.

we already considered the prisoners' dilemma in section 3 of chapter 4.
There we took note of the curious nature of the equilibrium that is actually a
"bad" outcome for the players. The "prisoners" can find another outcome that
both prefer to the equilibrium outcome, but they flnd it difficult to bring about.
The focus of this chapter is the potential for achieving that better outcome. That
is, we consider whether and how the players in a prisoners' dilemma can attain
and sustain their mutually beneficial cooperative outcome, overcoming their
separate incentives to defect for individual gain. We first review the standard
prisoners' dilemma game and then develop three categories of solutions.
The first and most important method of solution consists of repetition of the

345
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standard one-shot game. Two other potential solutions rely on penalty (or re-
ward) schemes and on the role of leadership. As we consider each potential so-
lution, the importance of the costs of defecting and the benefits of cooperation
will become clear.

This chapter concludes with a discussion of some of the experimental evi-
dence regarding the prisoners' dilemma as well as several examples of actual
dilemmas in action. Experiments generally put live players in a variety of pris-
oners' dilemma-type games and show some perplexing as well as some more
predictable behavior; experiments conducted with the use of computer simula-
tions yield additional interesting outcomes. our examples of real-world dilem-
mas that end the chapter are provided to give a sense of the diversity of
situations in which prisoners' dilemmas arise and to show how, in at least one
case, players may be able to create their own solution to the dilemma.

Before we consider methods for avoiding the "bad" outcome in the prisoners'
dilemma, we briefly review the basics of the game. Recall our example from
chapter 4 of the husband and wife suspected of murder. Each is interrogated
separately and can choose to confess to the crime or to deny any involvement.
The payoff matrix that they face was originally presented as Figure 4.4 and is re-
produced here as Figure I 1. l. The numbers shor.tm indicate years in jail; there-
fore low numbers are better for both players.

Both players here have a dominant strategy. Each does better to confess, re-
gardless of what the other player does. The equilibrium outcome entails both
players deciding to confess and each getting 10 years in jail. If they both had
chosen to deny any involvement, however, they would have been better off,
with only 3 years ofjail time to serve.

In any prisoners' dilemma game, there is always a cooperatiue strateg/ and. a
cheating or defecting strateg/.In Figure ll.l, Deny is the cooperative strategy;
both players using that strategyyields the best outcome for the players. Confess is

WIFE

Confess (Defect) Deny (Cooperate)

HUSBAND
Confess (Defect) 10 yr ,  10 yr 1 yr ,25 yr

Deny (Cooperate) 25 yr,1 yr 3 yr ,3 yr

j

FIGURE 1 1.1 Payoffs for the Standard Prisoners, Di lemma
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the cheating or defecting strategy; when the players do not cooperate u.ith each
other, they choose to Confess in the hope of attaining individual gain at the rir.al's
expense. Thus, players in a prisoners' dilemma can always be labeled, according
to their choice of strategy, as either defectors or cooperators.We will use this label-
ing system throughout the discussion of potential solutions to the dilemma.

we want to emphasize that, although we speak of a cooperative strategy, the
prisoners' dilemma game is noncooperative in the sense explained in chapter
2-namely, the players make their decisions and implement their choices indi-
vidually. If the two players could discuss, choose, and play their strategies
jointly-as, for example, if the prisoners were in the same room and could give a
joint answer to the question of whether they were both going to confess-there
would be no difficulty about their achieving the outcome that both prefer. The
essence of the questions of whether, when, and how a prisoners' dilemma can
be resolved is the difficulty of achieving a cooperative (jointly preferred) out-
come through noncooperative (individual) actions.

of all the mechanisms that can sustain cooperation in the prisoners, dilemma,
the most well known and the most natural is repeated play of the game. Re-
peated or ongoing relationships between players imply special characteristics
for the games that they play against each other. In the prisoners' dilemma, this
result plays out in the fact that each player fears that one instance of defecting
will lead to a collapse of cooperation for the future. If the value of future cooper-
ation is large and exceeds what can be gained in the short term by defecting,
then the long-term individual interests of the players can automatically and tac-
itly keep them from defecting, without the need for any additional punishments
or enforcement by third parties.

we consider here the meal-pricing dilemma faced by the two resraurants,
Xavier's Tapas and Yvonne's Bistro, introduced in chapter 5. For our purposes
here, we have chosen to simplify that game by supposing that only two choices
of price are available: the jointly best (collusive) price of $26 or the Nash equilib-
rium price of $zo. The payoffs (proflts measured in hundreds of dollars per
month) for each restaurant can be calculated by using the quantity (demandl
functions in Section 1,{ of chapter 5; these payoffs are shown in Figure 11.2. As
in any prisoners' dilemma, each store has a dominant strategy to defect and
price its meals at $20, although both stores would prefer the outcome in which
each cooperates and charges the higher price of g26 per meal.

Let us start our analysis by supposing that the two restaurants are initially in
the cooperative mode, each charging the higher price of $26. If one restaurant,
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YVONNE'S BISTRO

20 (Defect) 26 (Cooperate)

XAVIER'S
TAPAS

20 (Defect) 288,288 360,216

26 (Cooperate) 216,360 324,324

FIGURE 1 1 .2 Prisoners' Di lemma of Pricing (S 1 00s per month)

say Xavier's, deviates from this pricing strategy, it can increase its profit from

324 to 360 (from $32,400 to $36,000) for 1 month. But then cooperation has dis-
solved and Xavier's rival, Yvonne's, will see no reason to cooperate from then
on. Once cooperation has broken dor,rm, presumably permanently, the profit for
Xavier's is 2BB each month instead of the 324 it would have been if Xavier's had

never defected in the first place. By gaining 36 ($3,600) in one month of defect-
ing, Xavier's gives up 36 ($3,600) each month thereafter by destroying coopera-

tion. Even if the relationship lasts as little as 3 months, it seems that defecting is

not in Xavier's best interest. A similar argument can be made for Yvonne's.
Thus, if the two restaurants competed on a regular basis for at least 3 months, it

seems that we might see cooperative behavior and high prices rather than the
defecting behavior and low prices predicted by theory for the one-shot game.

A. Finite Repetition

But the solution of the dilemma is not actually that simple. \Mhat if the relation-

ship did last exactly 3 months? Then strategic restaurants would want to analyze
the full 3-month game and choose their optimal pricing strategies. Each would

use rollback to determine what price to charge each month. Starting their analy-
ses with the third month, they would realize that, at that point, there was no fu-

ture relationship to consider. Each restaurant would find that it had a dominant
strategy to defect. Given that, there is effectively no future to consider in the sec-
ond month either. Each player knows that there will be mutual defecting in the

third month, and therefore both will defect in the second month; defecting is

the dominant strategy in month 2 also. Then the same argument applies to the
first month as well. Knowing that both will defect in months 2 and 3 anyway,
there is no future value of cooperation in the flrst month. Both players defect
right from the start, and the dilemma is alive and well.

This result is very general. As long as the relationship between the two play-

ers in a prisoners' dilemma game lasts a fixed and known length of time, the
dominant-strategy equilibrium with defecting should prevail in the last period

of play. \Mhen the players arrive at the end of the game, there is never any value

to continued cooperation, and so they defect. Then rollback predicts mutual de-
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fecting all the way back to the very first play. However, in practice, piavers in fl-
nitely repeated prisoners' dilemma games show a lot of cooperation; more on
this to come.

B. Infinite Repetition

-{nalysis of the flnitely repeated prisoners' dilemma shows that even repetition
of the game cannot guarantee the players a solution to their dilemma. But what
rvould happen if the relationship did not have a predetermined length? \.44rat if
the two restaurants expected to continue competing with each other indefi-
nitely? Then our analysis must change to incorporate this new aspect of their in-
teraction, and we will see that the incentives of the players change also.

In repeated games of any kind, the sequential nature of the relationship
means that players can adopt strategies that depend on behavior in preceding
plays of the games. Such strategies are known as contingent strategies, and sev-
eral specific examples are used frequently in the theory of repeated game. Most
contingent strategies are trigger strategies. A player using a trigger strategy
plays cooperatively as long as her rival(s) do so, but any defection on their part
"triggers" a period of punishment, of specified length, in which she plays non-
cooperatively in response. Two of the best-known trigger strategies are the grim
strategy and tit-for-tat. The grim strategy entails cooperating with your rival
until such time as she defects from cooperation; once a defection has occurred,
you punish your rival (by choosing the Defect strategy) on every play for the rest
of the game.l Tit-for-tat (TFT) is not as harshly unforgiving as the grim strategy
and is famous (or infamous) for its ability to solve the prisoners' dilemma with-
out requiring permanent punishment. Playing TFT means choosing, in any
specified period of play, the action chosen by your rival in the preceding period
of play. Thus, when playing TFT, you cooperate with your rival if she cooperated
during the most recent play of the game and defect (as punishment) if your rival
defected. The punishment phase lasts only as long as your rival continues to de-
fect; you will return to cooperation one period after she chooses to do so.

Let us consider how play might proceed in the repeated restaurant pricing
game if one of the players uses the contingent strategy tit-for-tat. We have al-
ready seen that, if Xavier's Tapas defects one month, it could add 36 to its profits
(360 instead of 324). But if Xavier's rival is playng TFT, then such defecting
would induce Yvonne's Bistro to punish Xavier's the next month in retaliation. At
that point, Xavier's has two choices. One option is to continue to defect by pric-
ing at $20, and to endure Yvonne's continued punishment according to TFT; in
this case, Xavier's loses 36 (2BB rather than324) for every month thereafter in the

lDefecting as retaliation under the requirements of a trigger strategy is often termed ptmishing,
to distinguish it from the original decision to deviate from cooperation.
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foreseeable future. This option appears quite costly. ButXavier,s couldget back
to cooperation, too, if it so desired. By reverting to the cooperative price of $26
after one month's defection, Xavier's would incur only one month,s punishment
from Yvonne's. During that month, Xavier's would suffer a loss in profit of r0B
(216 rather than the 324 thatwould have been earned without any def'ection). In
the second month after Xavier's defection, both restaurants could be back at the
cooperative price earning324 each month. This one-time defection yields an
extra 36 in profit but costs an additional r0B during the punishment, also appar_
ently quite costly to Xavier's.

It is important to realize here, however, that Xavier's extra g36 from defect_
ing is gained in the flrst month. Its losses are ceded in the future. Therefore the
relative importance of the two depends on the relative importance of the pre_
sent versus the future. Here, because payoffs are calculated in dollar terms, an
objective comparison can be made. Generally, money (or profit) that is earned
today is better than money that is earned later becaus", ..r"., if you do not need
(or want) the money until later, you can invest it now and earn a return on it
until you need it. So Xavier's should be able to calculate whether it is worthwhile
to defect, on the basis of the total rate of return on its investment (including
capital gains and/or dividends and/or interest, depending on the tlpe of invest_
ment). we use the symbol r to denote this rate of return. Thus one dollar in_
vested generates r dollars of interest and/or dividends and/or capital gains, or
100 dollars generate 100r, therefore the rate of return is sometimes also said to
be l00r%.

Note that we can calculate whether it is in Xavier's interest to defect be-
cause the flrms' payoffs are given in dollar terms, rather than as simple ratings
of outcomes, as in some of the games in earlier chapters (the street-garaen
game in chapters 3 and 6, for example). This means that payoff values in differ_
ent cells are directly comparable; a payoff of 4 (donars) is twice as good as a pay-
off of 2 (dollars) here, whereas a payoff of 4 is not necessarily exactly twice as
good as a payoff of 2 in any two-by-two game in which the four possible out_
comes are ranked from I (worst) to 4 (best). As long as the payoffs to the players
are given in measurable units, we can calculate whether defecting in a prison_
ers' dilemma game is worthwhile.

l' ls lT W0RTHWHItE TO DtFt(T 0NtY oNCE AGATNST A RtVAt ptAytNG TFr? One of Xavier,s options
when playing repeatedly against a rival using TFT is to defect just once from a
cooperative outcome and then to return to cooperating. This particular strategy
gains the restaurant 36 in the first month (the month during which it defects)
but loses it 108 in the second month. By the third month, cooperation is re-
stored. Is defecting for only I month worth it?

we cannot directly compare the 36 gained in the first month with the r0g
lost in the second month, because the additional money value of time must be

I
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incorporated into the calculation. That is, we need a way to determine how
much the 108lost in the second month is worth during the first month. Then we
can compare that number with 36 to see whether defecting once is worthnhile.
\Vhat we are looking for is the present value (PV) of 108, or how much in profit
earned this month (in the present) is equivalent to (has the same value as) 108
earned next month. We need to determine the number of dollars earned this
month that, with interest, would give us 108 next month; we call that number
PV, the present value of 108.

Given that the (monthly) total rate of return is r, getting PV this month and
investing it until next month yields a total next month of PV + rPV, where the
first term is the principal being paid back and the second term is the return (in-
terest or dividend or capital gain). \Mhen the total is exactly 108, then PV equals
the present value of 108. Setting PV + rPV : 108 yields a solution for PV:

p\/  -  108
L-rr '

For any value of r, we can now determine the exact number of dollars that,
earned this month, would be worth 108 next month.

From the perspective of Xavier's Tapas, the question remains whether the
gain of 36 this month is offset by the loss of 108 next month. The answer de-
pends on the value of PV. Xavier's must compare the gain of 36 with the PV of
the loss of 108. To defect once (and then return to cooperation) is worthwhile
only if 36 > 108/ (1 + r). This is the same as saying that defecting once is benefi-
cial only if 36(1 I r) > 108, which reduces to r ) 2. Thus Xavier's should choose
to defect once against a rival playing TFT only if the monthly total rate of return
exceeds 200To. This outcome is very unlikely; for example, prime lending rates
rarely exceed I2To per year. This translates into a monthly interest rate of no
more than 1% (compounded annually, not monthly), well below the 200% just
calculated. Here, it is better for Xavier's to continue cooperating than to try a
single instance of defecting when Yvonne's is playing TFT.

II.  IS IT WORTHWHITE TO DEFECT FOREVER AGAINST A RIVAT PTAYING TFT? \ i ly 'hAt about the possibi l-

ity of defecting once and then continuing to defect forever? This second option
of Xavier's gains the restaurant 36 in the first month but loses it 36 in every
month thereafter into the future if the rival restaurant plays TFT. To determine
whether such a strategy is in Xavier's best interest again depends on the present
value of the losses incurred. But this time the losses are incurred over an infinite
horizon of future months of competition.

We need to flgure out the present value of all of the 36s that are lost in future
months, add them all up, and compare them with the 36 gained during the
month of defecting. The PV of the 36 lost during the first month of punishment
and continued defecting on Xavier's part is just 36/(1 + r); the calculation is
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identical with that used in Section 2.Br to find that the pv of 108 was 108/tl *
r). For the next month, the pv must be the dollar amount needed this month
that, with two months of compound interest, would yield 36 in two months. If
the PV is invested now, then in I month the investor would have that principal
amount plus a return of rPV, for a total of pv + rpV, as before; leaving this total
amount invested for the second month means that the investor, at the end of 2
months, has the amount invested at the beginning of the second month (pv f
rPV) plus the return on that amount, which would be r(pV + rp\O. The pV of the
36 lost 2 months from now must then solve the equation: pv + rpV + r(pv +
rP\4 : 36. Working out the value of pV here yields pv(l + r)2 : 36, or pV :
36/(1 + r)2. You should see a pattern developing. The pv of the 36 lost in the
third month of continued defecting is 36/ (1 + r)3, and the pv of the 36 lost in the
fourth month is 36/(l + D4. In fact, the pvof the 36lost in the nth month of con-
tinued defecting is just 36/ (l + r)". Xavier's loses an infinite sum of 36s, and the
PV of each of them gets smaller each month.

More precisely, Xavier's loses the sum, from n: L to t1 : a (where n labels
the months of continued defecting after the initial month), of 36/(l * r)n. Math-
ematically, it is written as the sum of an infinite number of terms:2

36/(1 + r)  + 361(L + r)2 +36/(1 + r)3 + 36/(1 + r)4 + . . . .

Because r is a rate of return and presumably a positive number, the ratio of I / (l +
r) will be less than 1; this ratio is generally called the discount factor and referred
to by using the Greek letter 6 . with 6 : I / (r + D < l, the mathematical rule for in-
finite sums tells us that this sum converges to a specific value; in this case 36/r.

It is now possible to determine whether Xavier's Tapas will choose to defect
forever. The restaurant compares its gain of 36 with the PV of all the lost 36s, or
36/ r. Then it defects forever only if 36 > 361 r, or r) l; defecting forever is benefl-
cial in this particular game only if the monthly rate of return exceeds 100%, an
unlikely event. Thus we would not expectXavier's to defect against a cooperative
rival when both are playrng tit-for-tat. \.4/hen both yvonne's Bistro and Xavier,s
Tapas play TFT, the cooperative outcome in which both price high is a Nash
equilibrium of the game. Both playrng TFT is a Nash equilibrium, and use of this
contingent strategy solves the prisoners' dilemma for the two restaurants.

Remember that tit-for-tat is only one of many trigger strategies that could
be used by players in repeated prisoners' dilemma. And it is one of the ,,nicer,,

ones. Thus if TFT can be used to solve the dilemma for the two restaurants,
other, harsher trigger strategies should be able to do the same. The grim strat-
egy, for instance, also can be used to sustain cooperation in this infinitely re-
peated game and others.

2The Appendix to this chapter contains a detailed discussion of the solution of infinite sums.
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C. Games of Unknown length

In addition to considering games of finite or infinite length, we can incorporate

a more sophisticated tool to deal with games of unknown length. It is possible

that, in some repeated games, players might not know for certain exactly how

long their interaction will continue. They may, however, have some idea of the
probability that the game will continue for another period. For example, our

restaurants might believe that their repeated competition will continue only as

long as their customers find prix fixe menus to be the dining-out experience of

choice; if there were some probability each month that d la carte dinners would

take over that role, then the nature of the game is altered.

Recall that the present value of a loss next month is already worth only E :

1/(1 + r) times the amount earned. If in addition there is only a probability p (less

than 1) that the relationship will actually continue to the next month, then next

month's loss is worth only p times 6 times the amount lost. For Xavier's Tapas,

this means that the PV of the 36 lost with continued defecting is worth

36 x E [the same as 36/ (1 + r)] when the game is assumed to be continuing with

certainty but is worth only 36 x p x E when the game is assumed to be continuing

with probabllity p.Incorporating the probability that the game may end next pe-

riod means that the present value of the lost 36 is smaller, because p < 1, than it is

when the game is definitely expected to continue (when pis assumedto equai 1).

The effect of incorporating p is that we now effectively discount future pay-

offs by the factor p x 6 instead of simply by 6. We call this effective rate of re-

turnR,where 1/(1 + R):  p x 6,  andRdepends onpandEasshown:3

1/(1 + R):  P5
r:p6(1 +R)

R-r  
-  

!6
pd

With a 5% actual rate of return on investments (r: 0.05, and so 6 : 1/1.05 :

0.95) and a 50To chance that the game continues for an additional month 1p :

0.5),  then R: [1 (0.5)(0.95)] / (0.5)(0.95) :  1.1,  or  110%.

Now the high rates of return required to destroy cooperation (encourage de-

fection) in these examples seem more realistic if we interpret them as effective

rather than actual rates of return. It becomes conceivable that defecting forever, or

even once, might actually be to one's beneflt if there is a large enough probability

that the game will end in the near future. ConsiderXavier's decision whether to de-

fect forever against a TFT-playing rival. Our earlier calculations showed that per-

manent defecting is beneflcial onlywhen rexceeds 1, or 100%. If Xavier's faces the

5% actual rate of return and the 50% chance that the game will continue for an

3We could also express R in terms of r and p, in which case R - (1 + r) | p - I.
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additional month, as we assumed in the preceding paragraph, then the effective
rate of return of 110% will exceed the critical value needed for it to continue defect-
ing. Thus the cooperative behavior sustained by the TFT strategy can break dornm
if there is a sufficiently large chance that the repeated game might be over by the
end of the next period of play-that is, by a sufficiently small value of p.

D. GeneralTheory

We can easily generalize the ideas about when it is worthwhile to defect against
TFT-playing rivals so thatyou can applythem to anyprisoners' dilemma game that
you encounter. To do so, we use a table with general payoffs (delineated in appro-
priately measurable units) that satisfy the standard stmcture of payoffs in the
dilemma as in Figure 1 1.3. The payoffs in the table must satisly the relation H > C >
D > L for the game to be a prisoners' dilemma, where C is the cooperatiue outcome,
D is the payoffwhen both players defectfrom cooperation, H is the highpayoffthat
goes to the defector when one player defects while the other cooperates, and L is
the lowpayoffthat goes to the loser (the cooperator) in the same situation.

In this general version of the prisoners' dilemma, a player's one-time gain
from defecting is (H - O. The single-period loss for being punished while you
return to cooperation is (C - I), and the per-period loss for perpetual defecting
it (C - D). To be as general as possible, we will allow for situations in which
there is a probability p < t that the game continues beyond the next period and
so we will discount payoffs using an effective rate of return of R per period. If
p : l, as would be the case when the game is guaranteed to continue, then
R : r, the simple interest rate used in our preceding calculations. Replacing r
with R, we flnd that the results attained earlier generalize almost immediately.

We found earlier that a player defects exactly once against a rival playing
TFT if the one-time gain from defecting @ - A exceeds the present value of the
single-period loss from being punished (the PV of C - I). In this general game,
that means that a player defects once against a TFT-playing opponent only if

@ - q > (C- L) l  ( t  +,R),  or ( l  + R)(H - q > C - L,  or

nr f f i - t .

I

COLUMN

Defect Cooperate

ROW
Defect D,D LJI

Cooperate IH C,C

FIGURE 11.3 General  Version of  the Pr isoners '  Di lemma
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Similarly, we found that a player defects forever against a rival playing TFT only
if the one-time gain from defecting exceeds the present value of the infinite sum
of the per-period losses from perpetual defecting (where the per-period loss is
C - D). For the general game, then, a player defects forever against a TFT-
playing opponent only if @ - q > (C - D) I R, or

c- Dn>.f ic.

The three critical elements in a player's decision to defect, as seen in these
two expressions, are the immediate gain from defection (H - C), the future
losses from punishment (C * Lor C - D per period of punishment), and the
value of the effective rate of return (.R, which measures the importance of the
present relative to the future). Under what conditions on these various values
do players find it attractive to defect from cooperation?

First, assume that the values of the gains and losses from defecting are fixed.
Then changes in R determine whether a player defects, and defection is more
likely when .R is large. Large values of R are associated with small values of p and
small values of E (and large values of r); so defection is more likely when the
probability of continuation is low or the discount factor is low (or the interest
rate is high). Another way to think about it is that defection is more likely when
the future is less important than the present or when there is little future to con-
sider; that is, defection is more likely when players are impatient or when the
game is expected to end quickly.

Second, consider the case in which the effective rate of return is fixed, as is
the one-period gain from defecting. Then changes in the per-period losses asso-
ciated with punishment determine whether defecting is worthwhile. Here it is
smaller values of C - L or C - D that encourage defection. In this case, defec-
tion is more likely when punishment is not very severe.a

Finally, assume that the effective rate of return and the per-period losses as-
sociated with punishment are held constant. Now players are more likely to de-
fect when the gains, H - C, are high. This situation is more likelywhen defecting
garners a player large and immediate benefits.

This discussion also highlights the importance of the detection of defecting.
Decisions about whether to continue along a cooperative path depend on how
long defecting might be able to go on before it is detected, on how accurately it is
detected, and on how long any punishment can be made to last before an attempt
is made to revert back to cooperation. Although our model does not incorporate

4The costs associated with defection may also be smaller if information transmission is not per-

fect, as might be the case if there are many players, and so difficulties might arise in identifying the

dei'ector and in coordinating a punishment scheme. Similarly, gains from defection may be larger if

rivals cannot identify a defection immediately.
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these considerations explicitiy, if defecting can be detected accurately and
quickly, its benefit will not last long, and the subsequent cost will have to be paid
more surely. Therefore the success of any trigger strategy in resolving a repeated
prisoners' dilemma depends on how well (both in speed and accuracy) players
can detect defecting. This is one reason why the TFT strategy is often considered
dangerous; slight errors in the execution of actions or in the perception of those
actions can send piayers into continuous rounds of punishment from which they
may not be able to escape for a long time, until a slight error of the opposite kind
OCCUTS.

You can use all of these ideas to guide you in when to expect more coopera-
tive behavior between rivals and when to expect more defecting and cutthroat
actions. If times are bad and an entire industry is on the verge of collapse, for
example, so that businesses feel that there is no future, competition may be-
come more fierce (less cooperative behavior may be observed) than in normal
times. Even if times are temporarily good but are not expected to last, firms may
want to make a quick profit while they can; so cooperative behavior might again
break down. Similarly, in an industry that emerges temporarily because of a
quirk of fashion and is expected to collapse when fashion changes, we should
expect less cooperation. Thus a particular beach resofi might become the place
to go, but all the hotels there will know that such a situation cannot last, and so
they cannot afford to collude on pricing. Il on the other hand, the shifts in fash-
ion are among products made by an unchanging group of companies in long-
term relationships with one another, cooperation might persist. For example,
even if all the children want cuddly bears one year and Power Ranger action fig-
ures the next, collusion in pricing may occur if the same small group of manu-
facturers makes both items.

In chapter 12, we will look in more detail at prisoners' dilemmas that arise
in games with many players. we examine when and how players can overcome
such dilemmas and achieve outcomes better for them a]l.

Although repetition is the major vehicle for the solution of the prisoners'
dilemma, there are also several others that can be used to achieve this purpose.
one of the simplest ways to avert the prisoners' dilemma in the one-shot ver-
sion of the game is to inflict some direct penalty on the players when they de-
fect. \A/hen the payoffs have been altered to incorporate the cost of the penalty,
players may find that the dilemma has been resolved.s

sNote that we get the same type of outcome in the repeated-game case considered in Section 2.
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WIFE

HUSBAND
Confess 10 yr,  10 Yr 21 yr,25Yr

Deny 25 yr,21 Yr 3 yr ,3yr

FIGURE 11.4 Prisoners' Di lemma with Penalty for the Lone Defector

consider the husband-wife dilemma from section 1. If only one player de-

fects, the game's outcome entails I year in jail for the defector and25 years for

the cooperator. The defector, though, getting out of jail early, might find the co-

operator's friends waiting outside the jail. The physical harm caused by those

friends might be equivalent to an additional 20 years in jail. If so, and if the play-

ers account for the possibility of this harm, then the payoff structure of the orig-

inal game has changed.
The "new" game, with the physical penalty included in the payoffs, is illus-

trated in Figure f 1.4. With the additional 20 years in jail added to each player's

sentence when one player confesses while the other denies, the game is com-

pletely different.
A search for dominant strategies in Figure 11.4 shows that there are none' A

cell-by-cell check then shows that there are now two pure-strategy Nash equi-

libria. One of them is the (Confess, Confess) outcome; the other is the (Deny,

Deny) outcome. Now each player finds that it is in his or her best interest to co-

operate if the other is going to do so. The game has changed from being a pris-

oners' dilemma to an assurance game' which we studied in Chapter 4' Solving

the new game requires selecting an equilibrium from the two that exist' One of

them-the cooperative outcome-is clearly better than the other from the per-

spective of both players. Therefore it may be easy to sustain it as a focal point if

some convergence of expectations can be achieved'

Notice that the penalty in this scenario is inflicted on a defector only when

his or her rival does notdefect. However, stricter penalties can be incorporated

into the prisoners' dilemma, such as penalties for any confession' Such disci-

pline tlpically must be imposed by a third party with some power over the two

players, rather than by the other player's friends, because the friends would

have little standing to penalize the first player when their associate also defects.

If both prisoners are members of a special organization (such as a gang or crime

mafia) and the organization has a standing rule of never confessing to the police

under penalty of extreme physical harm, the game changes again to the one il-

lustrated in Figure 11.5.

Now the equivalent of an additional 20 years in jail is added to all payoffs

associated with the Confess strategy. (Compare Figures 11'5 and 11'1') In the
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WIFE

Deny

HUSBAND
Confess 30 yr,30 yr 21 yr,25 yr

Deny 25 yr,21 yr 3 yr ,3 yr

FIGURE 1 1.5 Prisoners, Di lemma with penalty for Any Defecting

new game, each player has a dominant strategy, as in the original game. The dif-
ference is that the change in the payoffs makes Deny the dominant strategy for
each player. And (Deny, Deny) becomes the unique pure-strategy Nash equilib-
rium. The stricter penalty scheme achieved with third-party enforcement
makes defecting so unattractive to players that the cooperative outcome be-
comes the new equilibrium of the game.

In larger prisoners' dilemma games, difficulties arise with the use of penal-
ties. In particular, if there are many prayers and some uncertainty exists, penalty
schemes may be more difficult to maintain. It becomes harder to decide
whether actual defecting is taking place or it's just bad luck or a mistaken move.
In addition, if there really is defecting, it is often difficult to determine the iden-
tity of the defector from among the larger group. And if the game is one-shot,
there is no opportunity in the future to correct a penalty that is too severe or to
inflict a penalty once a defector has been identified. Thus penalties may be less
successful in large one-shot games than in the two-person game we consider
here. we study prisoners' dilemmas with a large number of players in greater
detail in Chapter 12.

A further interesting possibility arises when a prisoners' dilemma that has
been solved with a penalty scheme is considered in the context of the larger so-
ciety in which the game is played. It might be the case that, although the
dilemma equilibrium outcome is bad for the players, it is actually good for the
rest of society or for some subset of persons within the rest of society. If so, so_
cial or political pressures might arise to try to minim ize t]ne ability of players to
break out of the dilemma. v\4ren third-party penalties are the solution to a pris-
oners' dilemma, as is the case with crime mafias who enforce a no-conf'ession
rule, for instance, society can come up with its own strategy to reduce the effec-
tiveness of the penalty mechanism. The Federal witness protection program is
an example of a system that has been set up for just this purpose. The u.S. gov-
ernment removes the threat of penalty in return for confessions and testi_
monies in court.

similar situations can be seen in other prisoners' dilemmas, such as the
pricing game between our tvvo restaurants. The equilibrium there entailed both
flrms charging the low price of $20 even though they enjoy higher profits when
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charging the higher price of $26. Although the restaurants want to break out of
this "bad" equilibrium-and we have already seen how the use of trigger strate-
gies can help them do so-their customers are happier with the low price of-
fered in the Nash equilibrium of the one-shot game. The customers then have
an incentive to try to destroy the efficacy of any enforcement mechanism or so-
lution process used by the restaurants. For example, because some flrms facing
prisoners' dilemma pricing games attempt to solve the dilemma through the
use of a "meet the competition" or "price matching" campaign, customers
might want to press for legislation banning such policies. We analyze the effects
of such price-matching strategies in Section 6.D.

Iust as a prisoners' dilemma can be resolved by penalizing defectors, it can
also be resolved by rewarding cooperators. Because this solution is more diffi-
cult to implement in practice, we mention it only briefly.

The most important question is who is to pay the rewards. If it is a third
party, that person or group must have sufficient interest of its or,r,n in the coop-
eration achieved by the prisoners to make it worth its while to pay out the re-
wards. A rare example of this occurred when the United States brokered the
Camp David accords between Israel and Eglpt by offering large promises of aid
to both.

If the rewards are to be paid by the players themselves to each other, the
trick is to make the rewards contingent (paid out only if the other player cooper-
ates) and credible (guaranteed to be paid if the other player cooperates). Meet-
ing these criteria requires an unusual arrangement; for example, the player

making the promise should deposit the sum in advance in an escrow account
held by an honorable and neutral third party, who will hand the sum over to the
other player if she cooperates or return it to the promisor if the other defects.
Exercise 11 in this chapter shows you how this can work, but we acknowledge its

artiflcialiry.

The final method of solution for the prisoners' dilemma pertains to situations in
which one player takes on the role of leader in the interaction. In most examples
of the prisoners' dilemma, the game is assumed to be symmetric. That is, all the
players stand to lose (and gain) the same amount from defecting (and coopera-
tion). However, in actual strategic situations, one player may be relatively "large"
(a leader) and the other "small." If the size of the payoffs is unequal enough,
so much of the harm from defecting may fall on the larger player that she acts

cooperatively, even while knowing that the other will defect. Saudi Arabia,
for example, played such a role as the "swing producer" in OPEC (Organization
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of Petroleum Expofting countries) for many years; to keep oil prices high, it cut
back on its output when one of the smailer producers, such as Libya, expanded.

As with the opEC example, leadership tends to be observed more often in
games between nations than in games between flrms or individual persons.
Thus our example for a game in which leadership may be used to solve the pris-
oners' dilemma is one played between countries. Imagine that the populations
of two countries, Dorminica and Soporia, are threatened by a disease, Sudden
Acute Narcoleptic Episodes (SANE). This disease strikes I person in every 2,000,
or 0.05% of the population, and causes the victim to fall into a deep sleep state
for a year.6 There are no aftereffects of the disease, but the cost of a worker being
removed from the economy for a year is $32,000. Each country has a population
of 100 million workers; so the expected number of cases in each is 50,000
(0.0005 x 100,000,000) and the expected cost of the disease is $1.6 bill ion to
each (50,000 x 32,000). The total expected cost of the disease worldwide-that
is, in both Dorminica and Soporia-is then $3.2 billion.

Scientists are confident that a crash research program costing $2 billion will
lead to a vaccine that is r00% effective. comparing the cost of the research pro-
gram with the worldwide cost of the disease shows that, from the perspective of
the entire population, the research program is clearlyworth pursuing. However,
the government in each country must consider whether to fund the full research
program on its own. They make this decision separately, but their decisions af_
fect the outcomes for both countries. specifically, if only one government
chooses to fund the research, the population of the other country can access the
information and use the vaccine without cost. But each government,s payoff
depends only on the costs incurred by its ornm population.

The payoff matrix for the noncooperative game between Dorminica and so-
poria is shown in Figure rr.6. Each country chooses from two strategies, Re-
search and No Research; payoffs show the costs to the countries, in billions of
dollars, of the various strategy combinations. It is straightforward to verifv that

SOPORIA

DORMINICA
Research -2,-2 -2,0

No Research o-) -1.6,-1.6

FIGURE 1 1.6 Payoffs for Equal-population SANE Research Game (Sbil l ions)

"Think of Rip van winkle or of woody Allen in the movie sleeper, but the duration is much
shorter.
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SOPORIA

Research No Research

Research -2,  -2 -2,0

No Research -2.4, -0.8

FIGURE 1 1.7 Payoffs for Unequal-Populat ion SANE Research Game (Sbil l ions)

this game is a prisoners' dilemma and that each country has a dominant strat-
egy to do no research.

But now suppose that the populations of the t'vvo countries are unequal,
with 150 million in Dorminica and 50 million in Soporia. Then, if no research is
funded by either government, the cost to Dorminica of sANE will be $2.4 billion
(0.0005 x 150,000,000 x 32,000) and the cost to Soporia will be $0.8 bill ion
(0.0005 x 50,000,000 x 32,000). The payoff matrix changes to the one illustrated
in Figure 11.7.

In this version of the game, No Research is still the dominant strategy for
Soporia. But Dorminica's best response is now Research. \.4/hat has happened to
change Dorminica's choice of strategy? clearly, the answer lies in the unequal
distribution of the population in this revised version of the game. Dorminica
now stands to suffer such a large portion of the total cost of the disease that it
finds it worthwhile to do the research on its orn"n. This is true even though
Dorminica knows full well that soporia is going to be a free rider and get a share
of the full beneflt of the research.

The research game in Figure 11.7 is no longer a prisoners' dilemma. Here
we see that the dilemma has, in a sense, been "solved" by the size as1'rnmetry.
The larger country chooses to take on a leadership role and provide the beneflt
for the whole world.

Situations of leadership in what would otherwise be prisoners' dilemma
games are common in international diplomacy. The role of leader often falls
naturally to the biggest or most well established of the players, a phenomenon
labeled "the exploitation of the great by the small."7 For many decades after
World War II, for instance, the United States carried a disproportionate share of
the expenditures of our defense alliances such as NATO and maintained a pol-
icy of relatively free international trade even when our partners such as Japan
and Europe were much more protectionist. In such situations, it might be rea-
sonable to suggest further that a large or well-established player may accept the
role of leader because its own interests are closely tied with those of the players
as a whole; if the large player makes up a substantial fraction of the whole

TMancur Olson , The Logic of Collectiue Action (Cambridge: Haward University Press, 1965), p. 29.
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group, such a convergence of
player would then be expected
be the case.

interests would seem unmistakable. The large
to act more cooperatively than might otherwise

:i

Numerous people have conducted experiments in which subjects compete in
prisoners' dilemma games against each other.B Such experiments show that co_
operation can and does occur in such games, even in repeated versions of
known and finite length. Many players start off by cooperating and continue to
cooperate for quite a while, as long as the rival player reciprocates. only in the
last few plays of a finite game does defecting seem to creep in. Although this be-
havior goes against the reasoning of rollback, it can be ,,profltable', if sustained
for a reasonable length of time. The pairs get higher payoffs than would rational
calculating strategists who defect from the very beginning.

Such observed behavior can be rationalized in different ways. perhaps the
players are not sure that the relationship will actually end at the stated time.
Perhaps they believe that their reputations for cooperation will carry over to
other similar games against the same opponent or to other opponents. perhaps
they think it possible that their opponents are naive cooperators, and they are
willing to risk a little loss in testing this hypothesis for a couple of plays. If suc_
cessful, the experiment will lead to higher payoffs for a sufficiently long time.

In some laboratory experiments, players engage in multiple-round games,
each round consisting of a given finite number of repetitions. All of the repeti-
tions in any one round are played against the same rival, but each new round is
played against a new opponent. Thus there is an opportunity to develop coop-
eration with an opponent in each round and to "learn" from preceding rounds
when devising one's strategy against new opponents as the rounds continue.
These situations have shown that cooperation lasts longer in ear\ rounds than
in later rounds. This result suggests that the theoretical argument on the unrav-

sThe literature on experiments involving the prisoners' dilemma game is vast. A brief overview is
given by Alvin Roth in The Hanribook of Experimental Economics (princeton: princeton University
Press, 1995), pp.26-28. Iournals in both psychology and economics can be consulted for additional
references' For some examples of the outcomes that we describe, see Kenneth Terhune, ,,Motives,
Situation, and Interpersonal Conflict Within Prisoners' Dilemmas," /o urnal of personatity antl Social
Psychology Monograph Supplement, vol. B, no. 30 (f968), pp.7_24; and R. Selten and R. Sroecker,
"End Behavior in Sequences of Finite prisoners'Dilemma supergames,,, lournal of Economic Be_
hauior and Organization, vol. 7 (1986), pp. 47_70. Robert Axelrod,s Euolution of Cooperation (New
York: Basic Books, 1984) presents the results of his computer simulation tournament lbr the best
strategy in an infinitely repeated dilemma.
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eling of cooperation, based on the use of rollback, is being learned from experi-
ence of the play itself over time as players begin to understand the benefits and
costs of their actions more fully. Another possibility is that players learn simply
that they want to be the flrst to defect, and so the timing of the initial defection
occurs earlier as the number of rounds played increases.

suppose you were playrng a game with a prisoners' dilemma structure and
found yourself in a cooperative mode with the known end of the relationship ap-
proaching. lvhen should you decide to defect? you do not want to do so too
early, while a lot of potential future gains remain. But you also do not want to
leave it to too late in the game, because then your opponent might preempt you
and leave you with a low payoff for the period in which she defects. In fact, your
decision about when to defect cannot be deterministic. If it were, your opponent
would flgure it out and defect in the period before you planned to do so. If no de-
terministic choice is feasible, then the unwinding of cooperation must include
some uncertainty, such as mixed strategies, for both players. Many thrillers in
which there is tenuous cooperation among criminals or between informants and
police acquire their suspense precisely because of this uncertainty.

Examples of the collapse of cooperation as players near the end of a re-
peated game are observed in numerous situations in the real world, as well as in
the laboratory. The story of a long-distance bicycle (or foot) race is one such ex-
ample. There may be a lot of cooperation for most of the race, as players take
turns leading and letting others ride in their slipstreams; nevertheless, as the
finish line looms, each participant will want to make a dash for the tape. Simi-
larly, signs saying "no checks accepted" often appear in stores in college towns
each spring near the end of the semester.

computer simulation experiments have matched a range of very simple to
very complex contingent strategies against each other in two-player prisoners'
dilemmas. The most famous of them were conducted by Robert Axelrod at the
University of Michigan. He invited people to submit computer programs that
specifled a strategy for playing a prisoners' dilemma repeated a finite but large
number (200) of times. There were 14 entrants. Axelrod held a ,,league tourna-
ment" that pitted pairs of these programs against each other, in each case for a
run of the 200 repetitions. The point scores for each pairing and its 200 repeti-
tions were kept, and each program's scores over all its runs against different op-
ponents were added up to see which program did best in the aggregate against
all other programs. Axelrod was initially surprised when "nice" programs did
well; none of the top eight programs were ever the flrst to defect. The winning
strategy turned out to be the simplest program: Tit-for-tat, submitted by the
canadian game theorist Anatole Rapoport. programs that were eager to defect
in any particular run got the defecting payoff early but then suffered repetitions
of mutual defections and poor payoffs. on the other hand, programs that were
always nice and cooperative were badly exploited by their opponents. Axelrod
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explains the success of Tit-for-tat in terms of four properties: it is at once forgiv-
ing, nice, provocable, and clear.

In Axelrod's words, one does well in a repeated prisoners' dilemma to abide
by these four simple rules: "Don't be envious. Don't be the first to defect. Recip-
rocate both cooperation and defection. Don't be too clever. "e Tit-for-tat embod-
ies each of the four ideals for a good, repeated prisoners' dilemma strategy. It is
not envious; it does not continually strive to do better than the opponent, only
to do well for itself. In addition, Tit-for-tat clearly fulfills the admonitions not to
be the first to defect and to reciprocate, defecting only in retaliation to the op-
ponent's preceding defection and always reciprocating in kind. Finally, Tit-for-
tat does not suffer from being overly clever; it is simple and understandable to
the opponent. In fact, it won the tournament not because it helped players
achieve high payoffs in any individual game-the contest was not about "win-
ner takes all"-but because it was always close; it simultaneously encourages
cooperation and avoids exploitation, while other strategies cannot.

Axelrod then announced the results of his tournament and invited submis-
sions for a second round. Here, people had a clear opportunity to design pro-
grams that would beat Tit-for-tat. The result: Tit-for-tat won again! The
programs that were cleverly designed to beat it could not beat it by very much,
and they did poorly against one another. Axelrod also arranged a tournament of
a different kind. Instead of a league where each program met each other pro-
gram once, he ran a game with a whole population of programs, with a number
of copies of each program. Each type of program met an opponent randomly
chosen from the population. Those programs that did well were given a larger
proportion of the population; those that did poorly had their proportion in the
population reduced. This was a game of evolution and natural selection, which
we will study in greater detail in Chapter 13. But the idea is simple in this con-
text, and the results are fascinating. At flrst, nasty programs did well at the ex-
pense of nice ones. But as the population became more and more nasty, each
nasty program met other nasty programs more and more often, and they began
to do poorly and fall in numbers. Then Tit-for-tat started to do well and eventu-
allytriumphed.

However, Tit-for-tat has some flaws. Most importantly, it assumes no errors
in execution of the strategy. If there is some risk that the player intends to play
the cooperative action but plays the defecting action in error, then this action
can initiate a sequence of retaliatory defecting actions that locks two Tit-for-tat
programs playing each other into a bad outcome; another error is required to
rescue them from this sequence. lVhenAxelrod ran a third variant of his tourna-
ment, r,vhich provided for such random mistakes, Tit-for-tat could be beaten by
even "nicer" programs that tolerated an occasional episode of defecting to see if

sAxelrod, Euolution of Cooperation, p. I 10.
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or a consistent attempt to exploit them and retaliated only
that it was not a mistake.lo

Games with the prisoners'dilemma structure arise in a surprisinglyvaried num-
ber of contexts in the world. Although we would be foolish to try to show you
every possible instance in which the dilemma can arise, we take the opportunity
in this section to consider in detail four specific examples from a variety of flelds
of study. one example concerns policy setting on the part of state governments,
another considers labor arbitration outcomes, still another comes from evolu-
tionary biology (a fleld that we will study in greater detail in chapter 13), and the
flnal example describes the policy of "price matching" as a solution to a prison-
ers' dilemma pricing game.

A. Governments Competing to Attract Business

This example is based on a Time magazine article titled "A No-win war Be-
tween the States."rl The article discusses the fact that individual states have
been using financial incentives to get firms to relocate to their states or to get
local firms to stay in state. such incentives, which come primarily in the form of
corporate and real-estate tax breaks, can be extremely costly to the states that
offer them. They can, however, bring significant beneflts if they work. Large
manufacturing firms bringwith them the promise of increased employment op-
portunities for state residents and potential increases in state sales-tax revenue.
The problem with the process of offering such incentives, however, is that it is a
prisoners' dilemma. Each state has a dominant strategy to offer incentives, but
the ultimate equilibrium outcome is worse for everyone than if they had re-
frained from offering incentives in the first place.

Let us consider a game played by two states, ours and Theirs. Both states
currently have the same number of firms and are considering offering identical

l0For a description and analysis of Axelrod's computer simulations from the biological perspec-
tive, see Matt Ridley, The Origins of Virtue (Newyork: penguin Books, 1997), pp. 61, 75. For a discus_
sion of the difference between computer simulations and experiments using human players, see
Iohn K. Kagel and Alvin E. Roth, Handbook of Experimental Economics (Princeton: princeton Uni-
versity Press, 1995), p. 29.

1lJohn Greenwald, "A No-Win War Between the States," Time, AprilS, 1995. Considerable inter-
est in this topic continues within the field of state and local public finance. See, for exampie,
Stephen Ellis and Cynthia Rogers, "Local Economic Development As a Prisoners' Dilemma: The
Role of Business climate," Reuiew of Regional studies,vol. 30, no. 3 (winter 2000), pp. 315-330.
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incentive packages to induce some of the other state's flrms to move. Each state
has two strategies-to offer incentives or not offer them-which we will call In-
centives and None. If no incentive offer is made by either state, the status quo is
maintained. Neither state incurs the cost of the incentives, but it does not get
new flrms to move in either; each state retains its original number of firms. If
Ours offers incentives while Theirs offers none, then Ours will encourage flrms
to move in while Theirs loses firms; Ours gains at the expense of Theirs. (We as-
sume that the states have done enough prior investigation to be able to con-
struct an incentive package whose costs are offset by the benefits of the arrival
of the new firms.) The opposite will be true for the situation in which Theirs of-
fers Incentives and Ours offers none; Theirs will gain at the expense of Ours. If
both states offer incentives, firms are likely to switch states to take advantage of
the incentive packages, but the final number of firms in each state will be the
same as in the absence of incentives. Each state has incurred a high cost to ob-
tain an outcome equivalent to the original situation.

Given this description of the possible strategies and their payoffs, we can
construct a simple payoff table for the states, as done in Figure 11.8. Each payoff
number represents the rating given each outcome by each state. The highest
rating of 4 goes to the state that offers incentives when its rival does not; that
state pays the cost of incentives but benefits from gaining new flrms. At the
other end of the spectrum, the lowest rating of I goes to the state that does not
offer incentives when its rival does; that state incurs no cost but loses firms to its
rival. In between, a rating of 3 goes to the outcome in which the status quo is
maintained with no cost, and a rating of 2 goes to the outcome in which the sta-
tus quo is effectively maintained but the costs of incentives are incurred.

The payoff table in Figure 11.8 is a standard prisoners'dilemma. Each state
has a dominant strategy to choose Incentives, and the Nash equilibrium out-
come entails incentives being offered by both states. As in all prisoners' dilem-
mas, both states would have been better off had they agreed not to offer any
incentives at all. Similar situations arise in other policy contexts as well. Govern-
ments face the same difficulties when deciding whether to provide export subsi-
dies to domestic flrms, knowing that foreign governments are simultaneously
making the same choice.

FIGURE 11.8 Payoffs for the Incentive-Package Prisoners'Dilemma

j

THEIRS

OURS
lncentives 2,2 4, 1

None 14
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Is there a solution to this dilemma? From the standpoint of the firms receiv-
ing the incentives, the equilibrium outcome is a good one, but, from the per-
spective of the state governments and the households that must shoulder an
increased tax burden, the no-incentives outcome is preferable. Federal legisla-
tion prohibiting the use of such incentive packages could solve this particular
dilemma; such a solution would fall into the category of a punishment enforced
by a third party.

Similar fears have been expressed in the European union that a "race to the
bottom" may develop, where member states cut tax rates and relax regulations
to attract business. This would result in less government revenue and would
threaten social services in each country. unionwide agreements would be
needed to resolve this dilemma, but none have been reached yet.

B. labor Arbitration

our second example comes from an intriguingly titled paper by orleyAshenfel-
ter and David Bloom, "Lawyers As Agents of the Devil in a prisoners' Dilemma
Game."12 The authors argue that many arbitration situations between labor
unions and employers have a prisoners' dilemma structure. Given the choice of
whether to retain legal counsel for arbitration, both sides find it in their interests
to do so. The presence of a lawyer is likely to help the legally represented side in
an arbitration process substantially if the other side has no lar,rTzer. Hence, it is
better to use a la'r,r,yer if your rival does not. But you are also sure to want a
lawyer if your rival uses one. using a lawyer is a dominant strategy. unfortu-
nately, Ashenfelter and Bloom go on to claim that the outcomes for these labor
arbitration games change little in the presence of lawyers. That is, the probabil-
ity of the union "winning" an arbitration game is basically the same when no
lawyers are used as when both sides use lawyers. But lawyers are costly, just like
the incentive packages that states offer to woo new firms. Players always want to
use lawyers but do so at great expense and with little reward in the end. The re-
sulting equilibrium with lawyers is worse than if both sides choose No Lawyers
because each side has to pay substantial legal fees without reaping any benefi-
cial effect on the probability of winning the game.

Figure 11.9 shows the results of Ashenfelter and Bloom's detailed study of
actual arbitration cases. The values in the table are their econometric estimates
of the percentage of arbitration cases won by the employer under different
combinations of legal representation for the two sides. The union sees its
chances of winning against an unrepresented Employer increase (from s6To to

r2Oriey Ashenfelter and David Bloom, "Lar,rTers As Agents of the Devil in a Prisoners' Dilemma
Game," National Bureau of Economic Research Working Paper No. 4447, September 1g93.
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UNION

Lawyer No Lawyer,

EMPLOYER
Lawyer 460/o 73o/o

No Lawyer 23o/o 44o/o

FIGURE 11.9 Predicted Percentage of Employer "Wins,'in Arbitration Cases

77To) when it chooses to use a lawyer, and the Employer sees a similar increase
(from 44To to 73To). But when both use lawyers, the winning percentages change
only slightly, by 2To (with measurement error) compared with the situation in
which neither side uses a lawyer. Thus the costs incurred in hiring the lawyers
are unlikely to be recouped in increased wins for either side, and each would be
better off if both could credibly agree to forgo legal representation.

The search for a solution to this dilemma returns us to the possibility of a
legislated penalty mechanism. Federal arbitration rules could be established
that preclude the possibility of the sides bringing lawyers to the table. In this
game, the likelihood of a continuing relationship between the players also gives
rise to the possibility that cooperation could be sustained through the use of
contingent strategies. If the union and the employer start out in a cooperative
mode, the fear of never being able to return to the No Lawyer outcome might be
sufficient to prevent a single occurrence of defecting-hiring a lawyer.

C. Evolutionary Biology

As our third example, we consider a game known as the bowerbirds'dilemma,
from the field of evolutionary biology.t3 Male bowerbirds attract females by
building intricate nesting spots called bowers, and female bowerbirds are
known to be particularly choosy about the bowers built by their prospective
mates. For this reason, male bowerbirds often go out on search-and-destroy
missions aimed at ruining other males' bowers. vvhen they are out, however,
they run the risk of losing their own bower at the beak of another male. The
ensuing competition between male bowerbirds and their ultimate choice re-
garding whether to maraud or guard has the structure of a prisoners' dilemma
game.

Ornithologists have constructed a table that shows the payoffs in a two-bird
game with two possible strategies, Maraud and Guard. That payoff table is
shown in Figure 11.10. GG represents the benefits associated with Guarding
when the rival bird also Guards; GM represents the payoff from Guarding when

13larry Conik, "science Classics: The Bowerbird's Dilemma,,, Discouer, October 1994.
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BIRD 2

Guard ,

BIRD 1
Maraud MM, MM MG, GM

Guard GM, MG GG, GG

FIGURE 1 1. ' l0 Bowerbird's Di lemma

the rival bird is a Marauder. Similarly, MM represents the benefits associated
with Marauding when the rival bird also is a Marauder; and MG represents the
payoff from Marauding when the rival bird Guards. Careful scientific study of
bowerbird matings led to the discovery that MG > GG > MM > GM. In other
words, the payoffs in the bowerbird game have exactly the same structure as the
prisoners' dilemma. The birds' dominant strategy is to maraud, but, when both
choose that strategy, they end up in an equilibrium worse off than if they had
both chosen to guard.

In reality, the strategy used by any particular bowerbird is not actually the
result of a process of rational choice on the part of the bird. Rather, in evolution-
ary games, strategies are assumed to be genetically "hardwired" into individual
organisms, and payoffs represent reproductive success for the different ty?es.
Then equilibria in such games define the t),pe of population that can be ex-
pected to be observed-all marauders, for instance, if Maraud is a dominant
strategy as in Figure 11.10. This equilibrium outcome is not the best one, how-
ever, given the existence of the dilemma. In constructing a solution to the
bowerbirds' dilemma, we can appeal to the repetitive nature of the interaction
in the game. In the case of the bowerbirds, repeated play against the same or
different opponents in the course of several breeding seasons can allow you, the
bird, to choose a flexible strategy based on your opponent's last move. contin-
gent strategies such as tit-for-tat can be, and often are, adopted in evolutionary
games to solve exactly this type of dilemma. we will return to the idea of evolu-
tionary games and provide detailed discussions of their structure and equilib-
rium outcomes in Chapter 13.

D. Price Matching

Finally, we return to a pricing game, in which we consider two specific stores
engaged in price competition with each other, using identical price-matching
policies. The stores in question, Toys "R" IJs and Kmart, are both national
chains that regularly advertise prices for name-brand toys (and other items). In
addition, each store maintains a published policy that guarantees customers
that they will match the advertised price of any competitor on a specific item
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(model and item numbers must be identical) as long as the customer provides
the competitor's printed advertisement.la

For the purposes of this example, we assume that the firms have only two
possible prices that they can charge for a particular toy (Low or High). In addi-
tion, we use hlpothetical proflt numbers and further simplify the analysis by as-
suming that Toys "R" lJs and Kmart are the only two competitors in the toy
market in a particular city-Billings, Montana, for example.

Suppose, then, that the basic structure of the game between the two firms
can be illustrated as in Figure I 1.1 1. If both firms advertise low prices, they split
the available customer demand and each earns $2,000. If both advertise high
prices, they split a market with lower sales, but their markups end up being
large enough to let them each earn $3,000. Finally, if they advertise different
prices, then the one advertising a high price gets no customers and earns noth-
ing while the one advertising a low price earns 94,000.

The game illustrated in Figure 11.11 is clearly a prisoners' dilemma. Advertis-
ing and selling at a low price is the dominant strategy for each firm, although
both would be better off if each advertised and sold at the high price. But as men-
tioned earlier, each firm actually makes use of a third pricing strategy: a price-
matching guarantee to its customers. How does the inclusion of such a policy
alter the prisoners' dilemma that would otherwise exist between these two firms?

Consider the effects of allowing firms to choose among pricing low, pricing
high, and price matching. The Match strategy entails advertising a high price
but promising to match any lower advertised price by a competitor; a firm using
Match then benefits from advertising high if the rival firm does so also, but it
does not suffer any harm from advertising a high price if the rival advertises a
low price. We can see this in the payoff structure for the new game, shor,rm in
Figure 11.12. In that table, we see that a combination of one firm playing Low
while the other plays Match is equivalent to both playing Low, while a combina-

KMART

Low l

Low 2,000,2,000 4,000,0

High 0,4,000 3,000,3,000

FIGURE 1 1.1 1 Toys "R" Us and Kmart Toy Pricing

tnThe price-matching policy at Toys "R" Us is printed and posted prominently in all stores. A
simple phone call confirmed that Kmart has an identical policy. Similar policies are appearing in
many industries, including that for credit cards where "interest rate matching" has been observed.
See Aaron S. Edlin, "Do Guaranteed-Low-Price Policies Guarantee High Prices, and Can Altitrust
Rise to the Challenge?" Haruard Law Reuiew, vol. t 11, no. 2 (December f 997), pp. 529-575.
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KMART

TOYS "R" US

Low 2,000,2,000 4,000,0 2,000, 2,000

High 0,4,000 3,000, 3,000 3,000, 3,000

Match 2,000,2,000 3,000, 3,000 3,000, 3,000

FIGURE 1 1.12 Toys "R" Us and Kmart price Matchinq

tion of one firm playrng High while the other plays Match (or both plal,rng
Match) is equivalent to both playing High.

using our standard tools for analyzing simultaneous-play games shows that
High is weakly dominated by Match for both players and that, once High is
eliminated, Low is weakly dominated by Match also. The resulting Nash equilib-
rium entails both firms using the Match strategy. In equilibrium, both firms
earn $3,000-the profit level associated with both firms pricing high in the origi-
nal game. The addition of the Match strategy has allowed the firms to emerge
from the prisoners' dilemma that they faced when they had only the choice be-
tween two simple pricing strategies, Low or High.

How did this happen? The Match strategy acts as a penalty mechanism. By
guaranteeing to match Kmart's low price, Toys "R" us substantially reduces the
beneflt that Kmart achieves by advertising a low price while Toys "R" us is adver-
tising a high price. In addition, promising to meet Kmart's lowprice hurts Toys ,,R',

IJs, too, because the latter has to accept the lower profit associated with the low
price. Thus the price-matching guarantee is a method of penalizing both players
whenever either one defects. This is just like the crime mafia example discussed in
Section 3, except that this penalty scheme-and the higher equilibrium prices that
it supports-is observed in markets in virtually every city in the country.

Actual empirical evidence of the detrimental effects of these policies is
available but limited, and some research has found evidence of lower prices in
markets with such policies.ls However, this result should still put all customers
on alert. Even though stores that match prices promote their policies in the
name of competition, the ultimate outcome when all firms use such policies can
be better for the firms than if there were no price matching at all, and so cus-
tomers can be the ones who are hurt.

ttl. D. Hess and Eitan Gerstner present evidence of increased prices as a result of price-matching
policies in "Price-Matching Policies: An Empirical Case," Managerial aru| Decision Economics, vol.
12 (I99r), pp.305-315. Contrary evidence is provided byArbatskaya, Hviid, and Shaffer, who find
that the effect of matching policies is to lower prices; see Maria Arbatskaya, Morten Hviid, and Greg
Shaffer, "Promises to Match or Beat the Competition: Evidence from Retail Tire Prices, " 4d uances in
Applied Microeconomics,vot. B: Oligopoly (NewYork: JAI press, 1999), pp. 123-138.
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tilpj$iiri$t,l;iiii'it{, SUMMARY lliiii-t{rjii'j{illlitii

The prisoners' dilemma is probably the most famous game of strategy; each
player has a dominant strategy (to Defect), but the equilibrium outcome is
worse for all players than when each uses her dominated strategy (to Cooper-
ate). The most well knoum solution to the dilemma is repetition of play.In a fi-
nitely played game, the present ualue of future cooperation is eventually zero
and rollback yields an equilibrium with no cooperative behavior. With infinite
play (or an uncertain end date), cooperation can be achieved with the use of an
appropriate contingent strategy such as tit-for-tat (TFT) or the grim strategy; in
either case, cooperation is possible only if the present value of cooperation ex-
ceeds the present value of defecting. More generally, the prospects of "no to-
morrow" or of short-term relationships lead to decreased cooperation among
players.

The dilemma can also be "solved" vnth penalty schemes that alter the pay-
offs for players who defect from cooperation when their rivals are cooperating
or when others also are defecting. A third solution method arises if a large or
strong player's loss from defecting is larger than the available gain from cooper-
ative behavior on that player's part.

Experimental evidence suggests that players often cooperate longer than
theory might predict. Such behavior can be explained by incomplete knowledge
of the game on the part of the players or by their views regarding the benefits of
cooperation. Tit-for-tat has been observed to be a simple, nice, provocable, and
forgiving strategy that performs very well on the average in repeated prisoners'
dilemmas.

Prisoners' dilemmas arise in a variety of contexts. Specific examples from
the areas of policy setting, labor arbitration, evolutionary biology, and product
pricing show how to explain actual behavior by using the framework of the pris-
oners'dilemma.

,$li{tti-xtit'Fif,F$liilil,l KEY TERMS *itl}t+11$jilf+$il$i.t*,r}i,$

compound interest (352)

contingent strategy (349)

discount factor (352)

effective rate ofreturn (353)

grim strategy (349)
infinite horizon (351)
leadership (360)

penalry (356)

present value (PV) (351)

punishment (349)

repeated play (347)

Tit-for-tat (TFT) (349)

trigger strategy (349)
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irlll#,f'{ittllitiii'l.jtt EXERC|SES $i,91lit{it:iiliiii:1i!iiljffi;:i:ii:':li1i.i.!itllilt:i

l. "If a prisoners' dilemma is repeated 100 times, the players are sure to
achieve their cooperative outcome." True or false? Explain and give an ex-
ample of a game that illustrates your answer.

2. Two people, Baker and Cutler, play a game in which they choose and divide a
prize. Baker decides how large the total prize should be; she can choose either
$10 or $100. Cutler chooses how to divide the prize chosen by Baker; Cutler
can choose either an equal division or a split, where she gets 90% and Baker
gets 10%. Write do',nm the payofftable of the game and find its equilibria
(a) when the moves are simultaneous.
(b) when Baker moves first.
(c) when Cutler moves first.
(d) Is this game a prisoners' dilemma? VVhy or why not?

3. A flrm has two divisions, each of which has its own manager. Managers of
these divisions are paid according to their effort in promoting productivity
in their divisions, which is judged by comparison with other managers and
other divisions. If both managers are judged as having expended "high ef-
fort," each earns $150,000/year. If both are judged to have expended "low
effort," each earns "only" $100,000/year. But if one of the two managers
shows "high effort" while the other shows "low effort," the "high effort"
manager is paid $150,000 plus a $50,000 bonus, while the second ("low ef-
fort") manager gets a reduced salary (for subpar performance in compari-
son with her competition) of $80,000. Managers make their effort decisions
independently and without knowledge of the other manager's choice.
(a) Assume that expending effort is costless to the managers and draw the

payoff table for this game. Find the Nash equilibrium of the game and
explain whether the game is a prisoners' dilemma.

(b) Now suppose that expending high effort is costly to the managers (such
as a costly signal of quality). In particular, suppose that "high effort"
costs an equivalent of $60,000/year to a manager that chooses this effort
level. Draw the game table for this new version of the game and find the
Nash equilibrium. Explain whether the game is a prisoners' dilemma
and how it has changed from the game in part a.

(c) If the cost of high effort is equivalent to $80,000 a year, how does the
game change from that described in part b? \,Vhat is the new equilib-
rium? Explain whether the game is a prisoners' dilemma and how it has
changed from the games in parts a and b.

4. Consider a small toum with a population of dedicated pizza eaters but able to
accommodate only tuvo pizza shops, Donna's Deep Dish and Pierce's Pizza
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Pies. Each seller has to choose a price for its pizza but, for simplicity, assume
that only two prices are available: high and low. If a high price is set, the sellers
can achieve a profit margin of 912 per pie; the low price yields a profit margin
of $10 per pie. Each store has a loyal captive customer base who will buy 3,000
pies per week, no matter what price is charged in either store. There is also a
floating demand of 4,000 pies per week. The people who buy these pies are
price conscious and will go to the store with the lower price; if both stores are
charging the same price, this demand will be split equally between them.
(a) Draw the game table for the pizza pricing game, using each store's prof-

its per week (in thousands of dollars) as payoffs. Find the Nash equilib-
rium of this game and explain why it is a prisoners' dilemma.

(b) Now suppose that Donna's Deep Dish has a much larger loyal clientele,
who guarantee it the sale of 11,000 (rather than 3,000) pies a week.
Profit margins and the size of the floating demand remains the same.
Draw the payoff table for this new version of the game and find the
Nash equilibrium.

(c) How does the existence of the larger loyal clientele for Donna's Deep
Dish help "solve" the pizza stores' dilemma?

5. Consider the game of chicken in Chapter 4, with slightly more general pay-
offs (Figure 4.I4had k: 1):

DEAN

Swerve

JAMES
Swerve 0,0 -1 ,k

Straight k, -1 -2,  -2

Suppose this game is played repeatedly, every Saturday evening. If k < l,
the two players stand to beneflt by cooperating to play (Swerve, Swerve) all
the time; whereas, if k > l, they stand to benefit by cooperating so that one
plays Swerve and the other plays Straight, taking turns to go Straight in al-
ternate weeks. Can either type of cooperation be sustained?

6. A town council consists of three members who vote every year on their o''tm
salary increases. Two Yes votes are needed to pass the increase. Each mem-
ber would like a higher salary but would like to vote against it herself because
that looks good to the voters. Specifically, the payoffs of each are as follows:

Raise passes, own vote is No: 10 points
Raise fails, or.rm vote is No: 5 points
Raise passes, own vote is Yes: 4 points
Raise fails, own vote is Yes: 0 points
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Voting is simultaneous. Write down the (three-dimensional) payoff table,
and showthat in the Nash equilibrium the raise fails unanimously. Examine
how a repeated relationship among the members can secure them salary in-
creases every year if (1) every member setves a 3-year term, and every year
in rotation one of them is up for reelection, and (2) the townspeople have
short memories, remembering only the votes on the salary-increase motion
ofthe currentyear and not those ofpastyears.

7. Recall the example from Exercise 3 in which two division managers' choices
of High or Low effort levels determine their salary payments. In part b of
that exercise, the cost of exerting High effort is assumed to be 960,000/year.
Suppose now that the two managers play the game in part b of Exercise 3 re-
peatedly for manyyears. Such repetition allows scope for an unusual type of
cooperation in which one is designated to choose High effort while the
other chooses Low. This cooperative agreement requires that the High ef-
fort manager make a side payment to the Low effort manager so that their
flnal salaries levels are identical.
(a) \tVhat size side payment guarantees that the flnal salary levels of the two

managers are identical? How much does each manager earn in a year in
which the cooperative agreement is in place?

(b) Cooperation in this repeated game entails each manager choosing her
assigned effort level and the High effort manager making the designated
side payment. Defection entails refusing to make the side payment.
Under what values of the rate of return can this agreement sustain co-
operation in the managers' repeated game?

B. Consider a two-player game between Child's Play and Kid's Korner, each
of which produces and sells wooden swing sets for children. Each player
can set either a high or a low price for a standard two-swing, one-slide
set. If they both set a high price, each receives profits of 964,000 (per
year). If one sets a low price while the other sets a high price, the low-
price firm earns profits of $72,000 (per year) while the high-price firm
earns $20,000. If they both set a low price, each receives profits of
$57,000.
(a) Veriff that this game has a prisoners' dilemma structure by looking at

the ranking of payoffs associated with the different strategy combina-
tions (both cooperate, both defect, one defects, and so on). \.Vhat are the
Nash equilibrium strategies and payoffs in the simultaneous-play game
if the players meet and make price decisions only once?

(b) If the two firms decide to play this game for a fixed number of peri-
ods-say, for 4 years-what would each firm's total profits be at the
end of the game? (Don't discount.) Explain how you arrived at your
answer.

http://freepdf-books.com



376 [CH. 1 1]  THE PRISONERS' DILEMMA AND REPEATED GAMES

Suppose that the two firms play this game repeatedly forever. Let each
of them use a grim strategy in which they both price high unless one of
them "defects," in which case they price low for the rest of the game.
\I/hat is the one-time gain from defecting against an opponent playing
such a strategy? How much does each firm lose, in each future period,
after it defects once? If r: 0.25 (E : 0.8), will it be worthwhile to cooper-
ate? Find the range of values of r (or 6) for which this strategy is able to
sustain cooperation between the two firms.
Suppose the firms play this game repeatedly year after year, neither ex-
pecting any change in their interaction. If the world were to end after 4
years, without either having anticipated this event, what would each firm's
total profits (not discounted) be at the end of the game? Compare your an-
swer here with the answer in part b. Explain why the t\ivo answers are dif-
ferent, if they are different, or why they are the same, if they are the same.
Suppose now that the firms know that there is a lOVo probability that
one of them may go bankrupt in any given year. If bankruptcy occurs,
the repeated game between the two firms ends. Will this knowledge
change the firms' actions when r : 0.25? \Ahat if the probability of a
bankruptcy increases to 35To in any year?

9. You have to decide whether to invest $100 in a friend's enterprise, where in
a year's time the money will increase to $130. You have agreed that your
friend will then repay you $120, keeping $10 for himself. But instead he may
choose to run away with the whole $130. Any of your money that you don't
invest in your friend's venture, you can invest elsewhere safely at the pre-
vailing rate of interest r, and get $100(1 + r) next year.
(a) Draw the game tree for this situation and show the rollback equilibrium.

Next suppose this game is played repeatedly inflnitely often. That is,
each year you have the opportunity to invest another $100 in your friend's
enterprise, and the agreement is to split the resulting $130 in the manner al-
ready described. From the second year onward, you get to make your deci-
sion of whether to invest with your friend in the light of whether he made
the agreed repayment the preceding year. The rate of interest between any
two successive periods is I the same as the outside rate of interest and the
same for you and your friend.
(b) For what values of r can there be an equilibrium outcome of the re-

peated game, in which each period you invest with your friend and he
repays as agreed?

(c) If the rate of interest is 10% per year, can there be an alternative profit-
splitting agreement, which is an equilibrium outcome of the infinitely
repeated game, where each period you invest with your friend and he
repays as agreed?

(c)

(d)

(e)
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10. Consider the pizza stores introduced in Exercise 4: Donna's Deep Dish and
Pierce's PizzaPies. Suppose that they are not constrained to choose from
only two possible prices, but that they can choose a specific value for price

to maximize profits. Suppose further that it costs $3 to make eachpizza (for

each store) and that experience or market surveys have shor.rm that the rela-
tion between sales (Q) and price (P) for each firm is as follows:

Qoo.nu : 12 - PDorru * 0.5Pp1s16s

Qpi".." : 12 - Ppi"r""+ 0.sPDn.ra

Then profits per week (X in thousands of dollars) for each firm are:

Ypi".." : (Ppi".." - 3) Qpi"r." : (Ppi"r." - 3) (I2 - Pn,"r." * 0.5Pno..u)

YDorru : (Poorru - 3) Qoon.u : (Poo.ru - 3) (L2 - PDn.'u + 0.5 Ppierce)

(a) Use these profit functions to determine each firm's best-response rule,
as in Chapter 5, and use the best-response rules to flnd the Nash equi-
librium of this pricing game. \Alhat prices do the firms choose in equilib-
rium and how much profit per week does each firm earn?

(b) If the firms work together and choose a jointly best price, P, then the
profit of each will be:

YDo,nu : Ypi",." : (P- 3) (12 - P+ 0.5 P) -- (P - 3) (12 - 0.5 P)

VVhat price do they choose to maximize joint profits?
(c) Suppose the two stores are in a repeated relationship, tryrng to sustain

the joint profit-maximizing prices calculated in part b. They print new
menus each month and thereby commit themselves to prices for the
whole month. In any one month, one of them can defect on the agree-
ment. If one of them holds the price at the agreed level, what is the best
defecting price for the other? \Mhat are its resulting profits? For what
discount factors will their collusion be sustainable by using grim-trigger

strategies?

ll. Consider the following game, which comes from James Andreoni and Hal
Varian at the University of Michigan.l6 A neutral referee runs the game.

There are two players, Row and Column. The referee gives two cards to
each:2 and 7 to Row and 4 and B to Column. This is common knowledge.
Then, playing simultaneously and independently, each player is asked to
hand over to the referee either his high card or his low card. The referee
hands out payoffs-which come from a central kitty, not from the players'
pockets-that are measured in dollars and depend on the cards that he col-
lects. If Row chooses his Low card 2, then Row gets $2; if he chooses his

roJames Andreoni and Hal Varian, "Preplay Contacting in the Prisoners' Di1emma," Proceedings
oftheNationalAcademyofSciences,vol.96, no. 19 (September 14, 1999), pp. 10933-i0938.
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High card 7, then Column gets $7. If Column chooses his Low card 4, then

Column gets $4; if he chooses his High card B, then Row gets $8.
(a) Show that the complete payoff table is as follows:

COLUMN

ROW
Low )A 10, 0

High 0, 11 8,7

(b) \Alhat is the Nash equilibrium? Verify that this game is a prisoners'

dilemma.
Now suppose the game has the following stages. The referee hands out

cards as before; who gets what cards is common knowledge. Then at stage I,

each player, out of his onm pocket, can hand over a sum of money, which

the referee is to hold in an escrow account. This amount can be zero but not

negative. The rules for the treatment of these sums are as follows and are

also common knowledge. If Column chooses his high card, then the referee

hands over to Column the sum put by Row in the escrow accounq if Col-

umn chooses Low, then Row's sum reverts back to Row. The disposition of

the sum deposited by column depends similarly on what Row does. At stage

II, each player hands over one of his cards, High or Low, to the referee. Then

the referee hands out payoffs from the central kitty, according to the table,

and disposes of the sums (if any) in the escrow account, according to the

rules just given.
(c) Find the rollback (subgame-perfect) equilibrium of this two-stage

game. Does it resolve the prisoners' dilemma? \A/hat is the role of the es-

crow account?

Appendix Infinite Sums

The computation of present values requires us to determine the current value of

a sum of money that is paid to us in the future. As we saw in Section 2 of Chapter

11, the present value of a sum of money-say, x-that is paid to us n months

from now is just xl(l + r)n, where r is the appropriate monthly rate of return.

But the present value of a sum of money that is paid to us next month and every

following month in the foreseeable future is more complicated to determine. In

I
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that case, the pa1'rnents continue infinitely, and so there is no defined end to the
sum of present values that we need to compute. To compute the present value
of this flow of payments requires some knowledge of the mathematics of the
summation of infinite series.

consider a player who stands to gain $36 this month from defecting in a
prisoners' dilemma but who will then lose $36 every month in the future as a re_
sult of her choice to continue defectingwhile her opponent punishes her (using
the tit-for-tat, or TFT, strategy). In the first of the future months-the first for
which there is a loss and the first for which values need to be discounted-the
presentvalue of herloss is 36/(l * r); in the second future month, the present
value of the loss is 36i (1 + r)2; in the third future month, the presentvalue of the
loss is 36/(1 + r)3. That is, in each of the n future months that she incurs a loss
from defecting, that loss equals 361(l + r)".

We could write out the total present value of all of her future losses as a large
sum with an infinite number of components,

pV:.36 * 36,-  36 
'  

36 *  q6 r  36 ,_. . .
t+r  0-r)z f l * r )3 ( l+r)4 ( l_r)s ( l+r)6

or we could use summation notation as a shorthand device and instead wnite

PV: i ; ;  ?6; ;  .
n. |  \ I  T t )

This expression, which is equivalent to the preceding one, is read as "the sum,
from n equals I to n equals infinity, of 36 over (l + r) to the nth power." Because
36 is a common factor-it appears in each term of the sum-it can be pulled out
to the front of the expression. Thus we can write the same present value as

PV:36. i  tu

we now need to determine trr" r,ur,,";; riil# within the present-value ex-
pression to calculate the actual present value. To do so, we will simplify our no-
tation by switching to the discount faclor 6 in place of l/(l + r). Then the sum
that we are interested in evaluating is

i a'.
it is important to note here that , : ;;t * r) < l because ris strictly positive.

An expert on infinite sums would tell you, after inspecting this last sum, that
it converges to the finite value E/(l - 6).17 convergence is guaranteed because

17An infinite series cornrerges if the sum of the values in the series approaches a specific value, get-
ting closer and closer to that value as additional components of the series are included in the sum. The
series r/ruerges if the sum of the values in the series gets increasingly larger (more negative) with each
addition to the sum. Convergence requires that the components of the series get progressively smaller.
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increasingly large powers of a number less than 1, 6 in this case, become smaller

and smaller, approaching zero as n approaches infinity. The later terms in our

present value, then, decrease in size until they get sufficiently small that the se-

ries approaches (but technically never exactly reaches) the particular value of

the sum. Although a good deal of more sophisticated mathematics is required to

deduce that the convergent value of the sum is 6/(1 - E), proving that this is the

correct answer is relatively straightforward.
We use a simple trick to prove our claim. Consider the sum of the first m

terms of the series, and denote it by S-. Thus

s-:  i  6,  :  6 + 62 + 63 +. . .+ 6n-r  + 6m.

Now we multiply thi. ,"- On (1 - E) to get

(1 -  E)S.:  6 *  62 + E3 +" '+ E" '  I  + E-
_ 62 -  63 -  E4 - . . .  -  b/u -  bn- l

:6-6 '1.

Dividing both sides by (t - 6), we have

q :5-6 ' ' '
1-6

Finally we take the limit of this sum as m approaches infinity to evaluate our

original infinite sum. As mgoes to infinity, the value of E'*1 goes to zerobe'

cause very large and increasing powers of a number less than I get increasingly

small but stay nonnegative. Thus as m goes to infinity, the right-hand side of the
preceding equation goes to E/(1 - 6), which is therefore the limit of S* as map-

proaches inflnity. This completes the proof.

We need only convert back into rto be able to use our answer in the calcula-

tion of present values in our prisoners' dilemma games. Because E : 1/ (1 * r), it

follows that

6 _1/(1+r) :1
1 -  6 r l ( l  +r)  r '

The present value of an infinite stream of $36s earned each month, starting next
month, is then

This is the value that we use to determine whether a player should defect for-

ever in Section 2 of Chapter 11. Notice that incorporating a probability of con-

tinuation, p = l, into the discounting calculations changes nothing in the

summation procedure used here. We could easily substitute R for r in the pre-

tu'P,ir+t': +
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ceding calculations, and pb for the discount factor, E.
Remember that you need to find present values only for losses (or gains) in-

curred (or accrued) in the future. The present value of $36 lost today is just $36.
So, if you wanted the present value of a stream of losses, all of them $36, that be-
gins today, you would take the $36 lost today and add it to the present value of
the stream of losses in the future. We have just calculated that present value as
36/r. Thus the present value of the stream of lost $36s, including the $36lost
today, would be 36 + 361r, or 36[(r + I) /r], which equals 36/(f - 6). Similarly, if
you wanted to look at a player's stream of profits under a particular contingent
strategy in a prisoners' dilemma, you would not discount the profit amount
earned in the very first period; you would only discount those proflt flgures that
represent money earned in future periods.
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Collective -Action Games

HE GAMES AND srRArEGrc srruArrorvs considered in the preceding chap-
ters have usually included only two or three players interacting with one
another. Such games are common in our ov"ryr academic, business, politi-
cal, and personal lives and so are important to understand and analyze.

But many social, economic, and political interactions are strategic situations in
which numerous players participate at the same time. Strategies for career
paths, investment plans, rush-hour commuting routes, and even studying have
associated benefits and costs that depend on the actions of many other people.
If you have been in any of these situations, you likely thought something was
wrong-too many students, investors, and commuters crowding just where you
want to be, for example. If you have tried to organize fellow students or your
community in some worthy cause, you probably faced frustration of the oppo-
site kind-too few willing volunteers. In other words, multiple-person games in
society often seem to produce outcomes that are not deemed satisfactory by
many or even all of the people in that society. In this chapter, we will examine
such games from the perspective of the theory that we have already developed.
We present an understanding of what goes wrong in such situations and what
can be done about it.

In the most general form, such many-player games concern problems of
collective action. The aims of the whole society or collective are best served if
its members take some particular action or actions, but these actions are not in
the best private interests of those individual members. In other words, the so-
cially optimal outcome is not automatically achievable as the Nash equilibrium

382
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of the game. Therefore we must examine how the game can be modified to lead
to the optimal outcome or at least to improve on the unsatisfactory Nash equi-
librium. To do so, we must first understand the nature of such games. We flnd
that they come in three forms, all of them familiar to you by now: the prisoners'
dilemma, chicken, and assurance games. Although our main focus in this chap-
ter is on situations where numerous players play such games at the same time,
we build on familiar ground by beginning with games between just two players.

Imagine that you are a farmer. Your neighboring farmer and you can both bene-
fit by constructing an irrigation and flood-control project. The two of you can
join together to undertake this project or one of you might do so on your own.
However, after the project has been constructed, the other automatically gets
the benefit of it. Therefore each is tempted to leave the work to the other. That is
the essence of your strategic interaction, and the difficulty of securing collective
action.

In Chapter 4, we encountered a game of this kind: three neighbors were
each deciding whether to contribute to a street garden that all of them would
enjoy. That game became a prisoners' dilemma in which all three shirked; our
analysis here will include an examination of a more general range of possible
payoff structures. AIso, in the street-garden game, we rated the outcomes on a
scale of I to 6; when we describe more general games, we will have to consider
more general forms of beneflts and costs for each player.

Our irrigation project has two important characteristics. First, its benefits
are nonexcludable: a person who has not contributed to paying for it cannot be
prevented from enjoying the benefits. Second, its benefits are nonrival: any one
person's benefits are not diminished by the mere fact that someone else is also
getting the benefit. Economists call such a project a pure public good; national
defense is often given as an example. In contrast, a pure priuate good is fully ex-
cludable and rival: nonpayers can be excluded from its benefits and, if one per-
son gets the beneflt, no one else does. A loaf of bread is a good example of a
pure private good. Most goods fall somewhere on the two-dimensional spec-
trum of varying degrees of excludability and rivalness. We will not go any deeper
into this taxonomy, but we mention it to help you relate our discussion to what
you may encounter in other courses and books.l

rPublic goods are studied in more detail in textbooks on public economics such as those by Harvey
Rosen, Public Finance, 6Ih ed. (Chicago: Irwin/McGraw-Hill, 200f ), and loseph Stiglitz, Economics
of the Public Sector,3rd ed. (NewYork: Norton,2000).
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The costs and the benefits associated with building the irrigation project
can depend on which players participate. suppose each of you acting alone
could complete the project in 7 weeks, whereas, if the two of you acted together,
it would take only 4 weeks of time from each. The two-person project is also of
better quality; each farmer gets benefits worth 6 weeks of work from a one-
person project (whether constructed by you or by your neighbor) and B weeks'
worth of benefit from a two-person project.

In the game, each farmer has to decide whether to work toward the con-
struction of the project or not to-that is, to shirk. (presumably, there is a short
window of time in which the work must be done, and you could pretend to be
called away on some very important family matter at the last minute, as could
your neighbor.) Figure 12.1 shows the payofftable of the game, where the num-
bers measure the values in weeks of work. Given the payoff structure of this
table, your best response if your neighbor does not participate is not to partici-
pate either: your benefit from completing the project by yourself (6) is less than
your cost (7), whereas you can get 0 by not participating. similarly, if your
neighbor does participate, then you can reap the beneflt (6) from his work at no
cost to yourself; this is better for you than working yourself to get the larger ben-
efit of the two-person project (B) while incurring the cost of the work (4). In this
case' you are said to be a free rider on your neighbor's effort if you let the other
do all the work and then reap the benefits all the same. The general feature of
the game is that it is better for you not to participate no matter what your neigh-
bor does; the same logic holds for him. Thus not building is the dominant strat-
egy for each. But both would be better off if the two were to work together to
build (payoff 4) than if neither works (payoff 0). Therefore the game is a prison-
ers'dilemma.

We see in this prisoners' dilemma one of the main difflculties that arises in
games of collective action. Individually optimal choices-in this case, not to build
regardless of what the other farmer chooses-may not be optimal from the per-
spective of society as a whole, even if the society is made up of just two farmers.
The "social" optimum in a collective-action game is achieved when the sum total
of the players' payoffs is maximized; in this prisoners' dilemma, the social opti-

NEIGHBOR

Build

YOU
Bui ld 4,4 - ' l  ,6

Not 6,  -1 0,0

FIGURE 12.1 Collective Action As a prisoners' Dilemma: Version I
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NEIGHBOR

Build Not

YOU
burlo 2.3,2.3 -1 ,6

Not 6,  -1 0,0

FIGURE 12.2 Collect ive Action As a Prisoners' Di lemma:Version l l

mum is the (Build, Build) outcome. Nash equilibrium behavior of the players does
not regularly bring about the socially optimal outcome, however. Hence, the
study of collective-action games has focused on methods to improve on observed
(generally Nash) equilibrium behavior to move outcomes toward the socially best
outcomes. As we will see, the divergence between Nash equilibrium and sociaily
optimum outcomes appears in everyversion of collective-action games.

Now consider what the game would look like if the numbers were to change
slightly. Suppose the two-person project yields benefits that are not much better
than those in the one-person project: 6.3 weeks' worth of work to each farmer.
Then each of you gets 6.3 - 4 : 2.3 when both of you build. The resulting payoff
table is shornm in Figure l2.2.The game is still a prisoners' dilemma and leads to
the equilibrium (Not, Not). However, when both farmers build, the total payoff
for both of you is only 4.6. The total payoff is maximized when one of you builds
and the other does not, in which case together you get payoff 6 + (- l) : 5. There
are two possible ways to get this outcome. Achieving the social optimum in this
case then poses a new problem: \.Vho should build and suffer the payoff of - I
while the other is allowed to be a free rider and enjoy the payoffof 6?

Yet another variation in the numbers of the original prisoners' dilemma
game of Figure l2.l changes the nature of the game. Suppose the cost of the
work is reduced so that it becomes better for you to build your own project if the
neighbor does not. Specifically, suppose the one-person project requires 4
weeks of work and the two-person project takes 3 weeks from each; the beneflts
are the same as before. Figure 12.3 shows the payoff matrix resulting from these
changes. Now your best response is to shirk when your neighbor works and to

NEIGHBOR

Build Not

YOU
Build 2,O

Not o,z 0,0

FIGURE 12.3 Collect ive Action As Chicken: Version I
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work when he shirks. Formally, this game is just rike a game of chicken, where
shirking is the straight strategy (tough or uncooperative), while working is the
Swerve strategy (conciliatory or cooperative).

If this game results in one of its pure-strategy equilibria, the two payoffs
sum to B; this total is less than the total outcome that both players coulrd get if
both of them buird. That is, neither of the Nash equilibria provides as much
benefit to society as a whole as that of the coordinated outcome entailing both
farmers choosing to build. If the outcome of the chicken game is its mixed-strat-
egy equilibrium, the two farmers will fare even worse: their expected payoffs will
add to something less than B.

The collective-action chicken game has another possible structure if we
make some additional changes to the benefits associated with the project. As
with version II of the prisoners' dilemma, suppose the two-person project is not
much better than the one-person project. Then each farmer,s benefit from the
two-person project is only 6.3, while each still gets a benefit of 6 from the one-
person project. we ask you to practice your skill by constructing the payofftable
for this game. You will find that it is still a game of chicken-call it chicken II. It
still has two pure-strategy Nash equilibria in each of which only one farmer
builds, but the sum of the payoffs when both build is only 6.6, while the sum
when only one farmer builds is B. The social optimum is for only one farmer to
build. Each farmer prefers the equilibrium in which the other builds. This may
lead to a new dFramic game in which each waits for the other to build. Or the
original game might yield its mixed-strategy equilibrium with its low expected
payoffs.

we have supposed thus far that the project yierds equal beneflts to both you
and your neighbor farmer. But what if one farmer,s activity causes harm to the
other, as would happen if the only way to prevent one farm from being flooded
is to divert the water to the other? Then each prayer,s payoffs could be negative
if his neighbor chose Build. Thus a third variant of chicken could arise in which
each of you wants to build when the other does not, whereas it would be collec-
tively better if neither of you did.

Finally, let us change the payoffs of the prisoners' dilemma case in a differ-
ent way altogether, leaving the benefits of the two-person project and the costs
of building as originaily set out and reducing the benefit of a one-person project
to 3. This change reduces your benefit as a free rider so much that now if your
neighbor chooses Build, your best response also is Build. Figure r2.4 shows thepayoff table for this version of the game. This is now an urr,rrur." game with
two pure-strategy equilibria: one where both of you participate and the other
where neither of you does.

As in the chicken II version of the game, the socially optimal outcome here
is one of the two Nash equilibria. But there is a difference. In chicken II, the two
players differ in their preferences between the two equilibria, whereas, in the

.t
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NEIGHBOR

YOU
Build 4,4 _A?

Not 7-4 0,0

FIGURE 12.4 Collective Action as an Assurance Game

assurance game, both of them prefer the same equilibrium. Therefore achieving
the social optimum should be easier in the assurance game than in chicken.

Iust as the problems pointed out in these examples are familiar, the various
alternative ways of tackling the problems also follow the general principles dis-
cussed in earlier chapters. Before turning to solutions, let us see how the prob-
lems manifest themselves in the more realistic setting where several players
interact simultaneously in such games.

In this section, we extend our irrigation-project example to a situation in which
a population of Llfarmers must each decide whether to participate.If n of them
participate in the construction of the project, each of the participants incurs a
cost c that depends on the number /?; so we write it as the function c(n). Also,
each person in the population, whether a contributor to the building of the pro-
ject or not, enjoys a benefit from its completion that also is a function of n; we
write the benefit function as b(n). Thus each participant gets the payoff p(n) :

b(n) - c(n), whereas each nonparticipant, or shirker, gets the payoff s(n) : b(n).
Suppose you are contemplating whether to participate or to shirk. Your de-

cision will depend on what the other (N - 1) farmers in the population are
doing. In general, you will have to make your decision when the other (N - 1)
players consist of n participants and (l/ - f - n) shirkers. If you decide to shirk,
the number of participants in the project is still n,' so you get a payoff of s(n). If
you decide to participate, the number of participants becomes n + 1; so you get
p(n + L). Therefore your final decision depends on the comparison of these two
payoffs; you will participate if p(n + 1) > s(n), and you will shirk if p(n + l) <
s(n). This comparison holds true for everyversion of the collective-action game
analyzed in Section l; differences in behavior in the different versions arise be-
cause the changes in the payoff structure alter the values of p(n + 1) and s(n).

We can relate the two-person examples of Section I to this more general
framework. If there are just two people, then p(2) is the payoff to one from
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NEIGHBOR

YOU
Build P@'P(2) P(1),  s(1)

Not s(1 ) ,  p( l  ) s(o), s(0)

FIGURE 12.5 General Form of a Two-Person Collect ive-Action Game

building when the other also builds, s(1) is the payoff to one from shirking when

the other builds, and so on. Therefole we can generalize the payoff tables of Fig-

ures 12.1 through L2.4 into an algebraic form. This general payoff structure is

shonm in Figure 12.5.
The game illustrated in Figure 12.5 is a prisoners' dilemma if the inequalities

p(2) < s(r), p(1) < s(0), P(2) > s(o)

all hold at the same time. The first says that the best response to Build is Not,

the second says that the best response to Not also is Not, and the third says that
(Build, Build) is jointly preferred to (Not, Not). The dilemma is of Tlpe I if

2p(2) > p(l) + s(1); so the total payoff is higher when both build than when only

one builds. You can establish similar inequalities concerning these payoffs that

yield the other types of games in Section 1.

Now return to many'player games with a general n. We can use the payoff

functions p(n) and s(n) to construct a third function showing the total payoff to

society as a function of n, which we u,'rite as T(n.) The total payoff to society

consists of the value p(n) for each of the n participants and the value s(n) for

each ofthe (l/- n) shirkers:

T(n):np(n)+(N-n)s(n)

Now we can ask \Mhat allocation of people between participants and shirkers

maximizes the total payoff T(n)? To get a better understanding of this question,

it is convenient to write T(n) differently, as

T(n): l/s(n) - nls(n) - p(n)).

This derivation of the total social payoff shows that we can calculate it as if we

gave every one of the l/ people the shirker's payoff but then removed the

shirker's extra benefit [s(n) - p(n)] from each of the n participants. We normally

expect s(n) to increase as n increases; therefore the first term in this expression,

l/s(n), also increases as n increases. Ifthe second term does not increase too fast

as n increases-as would be the case if the shirker's extra beneflt, [s(Io) - p(n))'

is small and does not increase-then the effect of the flrst term dominates in de-

termining the value of T(n); I(n) increases steadily with n in this case and is
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maximized at n :l/. This is the case in which no one shirks. But, otherwise and
more generally, T(n) can be maximized for some value of n less than ,A/. That is,
society's ag$egate payoff may be maximized by allowing some shirking. We
saw this earlier in the two-person examples, and we will encounter more exam-
ples in the multiperson situations to be examined shortly.

Now we can use graphs of the p(n + I) and s(n) functions to help us deter-
mine which ffie of game we have encountered, its Nash equilibrium, and its so-
cially optimal outcome. We draw the graphs by showing n over its full range from
0 to (l/ - 1) along the horizontal axis and payoffs along the vertical axis. Two sep-
arate curves show p(n + 1) and s(n). Actuail1l, n takes on only integer values, and
therefore each function p(n + 1) and s(n) technically consists only of a discrete set
of points rather than a continuous set as implied by our smooth lines. But when l,I
is large, the discrete points are sufficiently close together that we can connect the
successive points and show each payofffunction as a continuous curve. We show
the p(n + 1) and s(n) functions as straight lines to bring out the basic considera-
tions most simply and will discuss more complicated possibilities later.

The first of our graphs, Figure 12.6, illustrates the case in which the curve
s(n) lies entirely above the curve p(n + 1). Therefore no matter how many oth-
ers participate (that is, no matter how large n gets), your payoff is higher if you
shirk than if you participate; shirking is your dominant strategy. This is true for
everyone, therefore the equilibrium of the game entails everyone shirking. But
both curves are rising as n increases: for each action you take, you are better off
if more of the others participate. And the left intercept of the s(n) curve is below

0
n ---->

FIGURE 12.6 Mult iperson Pr isoners 'Di lemma
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the right intercept of the p(n + l) curve, or s(0) < p(N). This says that, if every-
one including you shirks, your payoff is less than if everyone including you par-
ticipates; everyone would be better off than they are in the Nash equilibrium of
the game if the outcome in which everyone participates could be sustained.
This makes the game a prisoners' dilemma.

However, as we saw earlier, the fact that each person would be better off if
everyone participated does not automatically imply that full participation is the
best thing for society; it is not automatic that the total payoff function is maxi-
mized when n is as large as possible in the prisoners' dilemma case. In fact, if the
gap between s(n) and p(n) widens sufficiently fast as n increases, then the negative
effect of the second term in the expression for T(n) outweighs the positive effect of
the flrst term as n approaches l/; then it may be best to let some people shirk-that
is, the socially optimal value for nmaybe less than N. This type of outcome creates
an inequality in the payoffs-the shirkers fare better than the participants-which
adds another dimension of difficulty to society's attempts to resolve the dilemma.

Figure 12.7 shows the chicken case. Here, for small values of n, p(n + 1) >
s(n), and so, if few others are participating, your choice is to participate; for
large values of n, p(n + 1) < s(n), and so, if many others are participating, your
choice is to shirk. Note the equivalence of these two statements to the idea in
the two-person game that "you shirk if your neighbor works and you work if he
shirks." If the two curves intersect at a point corresponding to an integer value
of n, then that is the Nash equilibrium number of participants. If that is not the
case, then strictly speaking the game has no Nash equilibrium. But, in practice,
if the current value of n in the population is the integer just to the left of the

0

FIGURE 12.7 Mult iperson Chicken
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point of intersection, then one person will just want to participate, whereas, if
the current value of n is the integer just to the right of the point of intersection,
one person will want to switch to shirking. Therefore the number of participants
rvill stay in a small neighborhood of the point of intersection, and we can justifi-

ably speak of the intersection as the equilibrium in some approximate sense.
Here, we have shor,rm both lines positively sloped, although they don't have

to be; it is conceivable that the benefit for each person is smaller when more
people participate. The important feature of the game is that, when there are
few people taking one action, it is better for any one person to take that action;
and, when there are many people taking one action, it is better for any one per-
son to take the other action.

V\4rat is the socially optimal outcome in the chicken form of the collective-
action problem? If each participant's payoff p(n) increases as the number of
participants increases and if each shirker's payoff s(n) does not become too
much greater than the p(n) of each participant, then the total social payoff is
maximized when everyone participates. But, more generally, it may be better to
let some shirk. This is exactly the difference between versions I and II of chicken
in our earlier numerical example in Section 1. As we pointed out in Section 2, in
the context of the prisoners' dilemma, where the social optimum can have some
participants and some shirkers, payoffs can be unequally distributed in the pop-
ulation, making it harder to implement the optimum. In more general games of
this kind, the optimal number of participants could even be smaller than that in
the Nash equilibrium. We return to examine the question of the social optimum
of all of these versions of the game in greater detail in Section 5.

Figure l2.B shows the assurance case. Here s(n) > p(n + 1) for small values
of n; so, if few others are participating, then you want to shirk, too, whereas
p(n + 1) > s(n) for large values of n, and so, if many others are participating,

then you want to participate too. This game has two Nash equilibria at the two
extremes: either everyone shirks or everyone participates. \.Vhen the curves are
rising-so each person is better off if more people participate-then clearly the
right-hand extreme equilibrium is the better one for society, and the question is
how to bring it about.

V\4ren the total number of people in the group, l/, is very large, and any one
person makes only a small difference, then p(n + l) is almost the same as p(n).
Thus the condition under which any one person chooses to shirk is p(n) < s(n).
Expressing this inequality in terms of the benefits and costs of the common pro-
ject in our example-namely, p(n) : b(n) - c(n) and s(n) : b(n)-we see that
p(n) (unlike p(n + L) in our preceding calculations) is always less than s(n); indi-
vidual persons will always want to shirk when l/is very large. And that is why
problems of collective provision of public projects in a large group almost al-
ways manifest themselves as prisoners' dilemmas. But, as we saw in the two-
person examples discussed in Section 1, this result is not necessarily true for
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Payoff

0
n ---->

FIGURE 12.8 Multiperson Assurance Game

small groups. Morever, collective-action problems cover a broader range than

that of participating in the construction of a public ploject whose beneflts are

equally available to shirkers. We will see several other examples of such games

later in Section 5.
Therefore, in general, we must allow for a broader interpretation of the pay-

offs p(n) and s(n) than we did in the specific case involving the benefits and the

costs of a project; we must allow p(n) and s(n) to be any functions of n' Then

there is no automatic presumption about which of the two payoff functions is

larger, and all three kinds of games-prisoners' dilemma, chicken, and assur-

ance-and their associated graphs deserve our attention. In fact, in the most

general case, p(n) and s(n) do not even have to be straight lines and can inter-

sect many times. Then there can be several equilibria, although each can be

thought of as representing one of the three types described so far.2 \Atren we

make this more general interpretation, we will speak of two actions labeled P

and t which have no necessary connotation of "participation" and "shirking"

but allow us to continue with the same s),'mbols for the payoffs. Thus, when

2Exercises 2, 3, and 5 at the end of this chapter construct some simple situations with nonlinear

curves and multiple equilibria. For a more general analysis and classification of such diagrams, see

Thomas Schelling, Micromotiues and Macrobehauior (New York: Norton, f 97B), chap. 7. The theo4'

can be taken farther by allowing each player a continuous choice (for example, the number of hours

of participation) instead of just a binary choice of whether to participate. Many such situations are

discussed in more specialized books on collective action; for example, Todd Sandler, Collectiue

Action: Theory and Applications (Ann Arbor: University of Michigan Press, 1993), and Richard

Cornes and Todd Sandler, The Theory of Externalities, Public Goods, and Club Goods, 2nd ed. (Nerv

York: Cambridge University Press, 1996).
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there are n players taking the action P, p(n) becomes the payoff of each player
taking the action P, and s(n) becomes that of each player taking the action s.

The problem of collective action has been recognized by social philosophers and
economists for a very long time. The 17th-century British philosopher Thomas
Hobbes argued that society would break dor,nn in a "war of all against all" unless
it was ruled by a dictatorial monarch or Leuiatharz (the title of his book). One
hundred years later, the French philosopher Iean-Iacques Rousseau described
the problem of a prisoners' dilemma in his Discourse on Inequality. A stag hunt
needs the cooperation of the whole group of hunters to encircle and kill the stag,
but any individual hunter who sees a hare may flnd it better for himself to leave
the circle to chase the hare. But Rousseau thought that such problems were the
product of civilization and that people in the natural state lived harmoniously as
"noble savages." At about the same time, two Scots pointed out some dramatic
solutions to such problems: David Hume in t:is Treatise on Human Nature ar-
gued that the expectations of future returns of favors can sustain cooperation.
Adam Smith's Wealth of l,Iations developed a grand vision of an economy in
which the production of goods and services motivated purely by private profit
could result in an outcome that was best for society as a whole.3

The optimistic interpretation persisted, especially among many economists
and even several political scientists, to the point where it was automatically as-
sumed that, if an outcome was beneficial to a group as a whole, the actions of its
members would bring the outcome about. This belief received a necessary rude
shock in the mid-1960s when Mancur Olson published The Logic of Collectiue Ac-
tion.He pointed out that the best outcome collectively would not prevail unless it
was in each individual person's private interest to perform his assigned action-
that is, unless it was a Nash equilibrium. However, he did not specify the collective-
action game very precisely. Although it looked like a prisoners' dilemma, Olson
insisted that it was not necessarily so, and we have already seen that the problem
can also take the form of a chicken game or an assurance game.'

3The great old books cited in this paragraph have been reprinted many times in many different
versions. For each, we list the year of original publication and the details of one relatively easily ac-
cessible reprint. In each case, the editor of the reprinted version provides an introduction that con-
venientiy summarizes the main ideas. Thomas Hobbes, Leuiathan, or the Matter, Form, and Power
of Commonwealth Ecclesiastical and Ciuil, 1651 (EverJ,'man Edition, London: J. M. Dent, 1973).
David Hume, A Treatise of Human Nature, 1739 (Oxford: Clarendon Press, 1976). Jean-Jacques
Rousseau, A Discourse on Inequality, 1755 (New York: Penguin Books, 1984). Adam Smith, An 1n-
quiry into the Nature and Causes of the Wealth of Nations, 7776 (Oxford: Clarendon Press, 1976).

aMancur Olson , The Logic of Collectiue Action (Cambridge: Harvard University Press, 1965).
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Another major class of collective-action problems-namely, those concern-

ing the depletion of common-access resources-received attention at about the

same time. If a resource such as a fishery or a meadow is open to all, each user

will exploit it as much as he can because any self-restraint on his part will

merely make more available for the others to exploit. Garrett Hardin wrote a

well-known article on this subject titled "The Tragedy of the Commons."5 The

problem in the common-resource game is just the leverse of our example of

participation in the construction of a project that yields benefits mostly to the

others. In our example, each person has a strong private incentive to refrain

from participation and to enjoy a free rider's benefits. In regard to a common

resource, each person has a strong private incentive to exploit it to the full, mak-

ing everyone else pay the social cost that results from the degradation of the

resource.
Until recently, many social scientists and most physical scientists took a

Hobbesian line on the common-resoufce problem, arguing that it can only be

solved by a government that forces everyone to behave cooperatively. Others, es-

pecially economists, retained their Smithian optimism. They argued that placing

the resource in proper private or,mership, where its benefits can be captured in

the form of profit by the owner, will induce the oltmer to restrain its use in a so-

cially optimal manner. He will realize that the value of the resource (fish or grass,

for example) may be higher in the future because there will be less available, and

therefore he can make more profit by saving some of it for that future.

Nowadays, thinkers from all sides have begun to recognize that collective-

action problems come in diverse forms and that there is no uniquely best solu-

tion to all of them. They also understand that groups or societies do not stand

helpless in the face of such problems and they devise various ways to cope with

them. Much of this work has been informed by game-theoretic analysis of re-

peated prisoners' dilemmas and similar games.u

In this section, we offer a brief discussion of conceptual and practical solutions

to collective-action problems, organized around the threefold classification of

collective-action games as prisoners' dilemma, chicken, oI assurance games.

The feature common to all three types is the need to induce individual persons

sGarrett Hardin, "The Tragedy of the Commons," Science, vol. 162 (1968), pp. 1243-l'248.
GProminent in this literature are Michael Taylor, The Possibility of Cooperation (New York: Cam-

bridge University Press, 1987), Elinor Ostrom, Gouerning the Commons (New York: Cambridge Uni-

versity Press, 1990), and Matt Ridley, The Origins of yirtre (NewYork: Viking Penguin, 1996)'
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to act cooperatively or in a manner that would be best for the group, even
though the person's interests may best be served by doing something else-in
particular, taking advantage of the others' cooperative behavior.T

Humans exhibit much in the way of cooperative behavior. The act of recip_
rocating gifts and skills at detecting cheating are so common in all societies and
throughout history, for example, that there is reason to argue that they may be
instincts.B But human societies generally rely heavily on purposive social and
cultural customs, norms, and sanctions in inducing cooperative behavior from
their individual members. These methods are conscious, deliberate attempts to
design the game in order to solve the collective-action problem.e we appioach
the matter of solution methods from the perspective of the type of game being
played.

A. Analysis

A solution is easiest if the collective-action problem takes the form of an assur-
ance game. Then it is ip every person's private interest to take the socially best
action if he expects all other persons to do likewise. In other words, the socially
optimal outcome is a Nash equilibrium; the only problem is that the same game
has other, socially worse, Nash equilibria. Then all that is needed to achieve the
best Nash equilibrium and thereby the social optimum is to make it a focal
point-that is, to ensure the convergence of the players' expectations on it.
such a convergence can result from a social custom, or convention -namelv. a

TThe problem of the need to attain cooperation and its solutions are not unique to human soci-
eties' Examples of cooperative behavior in the animal kingdom have been explained by biologists in
terms of the advantage of the gene and of the evolution of instincts. For more, see Chapter 13 and
Ridley, Orlglns of Virtue.

sSee Ridley, Origins ofVirtue, chaps. 6 and 7.
sThe social sciences do not have precise and widely accepted definitions of terms such as custom

and norm; nor are the distinctions among such terms always clear and unambiguous. We set out
some definitions in this section, but be aware that you may flnd a different usage in other books.
our approach is similar to those found in Richard Posner and Eric Rasmusen, "Creating and Enforc-
ing Norms, with Special Reference to Sanctions," International Reuiew of Law and Economics, vol.
19, no. 3 (September 1999), pp. 369-382, and in David Kreps, ,,Intrinsic Motivation and Extrinsic In_
centives," American Economic Reuiew, papers and proceedings, vol. g7, no. 2 (May 1997), pp.
359-364; Kreps uses the tetm "norm" for all the concepts that we classifii under different names.

Sociologists have a different taxonomy of norms from that of economists; it is based on the im-
poftance of the matter (trivial matters such as table manners arc called folkwa.ys, and more weighty
matters are called mores), and, on whether the norms are formally codifled as laws.They also main-
tain a distinction between ualues and norms, recognizing that some norms may run counter to per-
sons'values and therefore require sanctions to enforce them. This distinction corresponds to ours
between customs and norms; the conflict between individual values and social goals arises for
norms but notfor conuentions, as we label them. See Donald Light and Suzanne Ke\ler, Sociologt,
4th ed. (NewYork: Knopl r9B7), pp. 5Z_60.
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mode of behavior that finds automatic acceptance because it is in everyone's
interest to follow it so long as others are expected to do likewise. For example, if
all the farmers, herders, weavers, and other producers in an area want to get to-
gether to trade their wares, all they need is the assurance of flnding others with
whom to trade. Then the custom that the market is held in village X on dayY of
every week makes it optimal for everyone to be there on that day.10

But our analysis in Section 2 suggested that individual payoffs are often
configured in such a way that collective-action problems, particularly of large
groups, take the form of a prisoners' dilemma. Not surprisingly, the methods for
coping with such problems have received the most attention. In Chapter 11, we
described in detail three methods for achieving a cooperative outcome in pris-
oners' dilemma games: repetition, penalties (or rewards), and leadership. In
that discussion, we were mainly concerned with two-person dilemmas. The
same methods apply to collective-action problems in large groups, with some
irnportant modifications or innovations.

We saw in Chapter 11 that repetition was the most prominent of these
methods; so we focus most attention on it. Repetition can achieve cooperative
outcomes as equilibria of individual actions in a repeated two-person prisoners'
dilemma by holding up the prospect that cheating will lead to a breakdown of
cooperation. More generally, what is needed to maintain cooperation is the ex-
pectation in the mind of each player that his personal beneflts of cheating are
transitory and that they will quickly be replaced by a payoff lower than that as-
sociated with cooperative behavior. For players to believe that cheating is not
beneficial from a long-term perspective, cheating should be detected quickly,
and the punishment that follows (reduction in future payoffs) should be suffi-
ciently swift, sure, and painful.

A group has one advantage in this respect over a pair of individual persons.
The same pair may not have occasion to interact all that frequently, but each of
them is likely to interact with someone in Ihe group all the time. Therefore B's
temptation to cheat A can be countered by his fear that others, such as C, D, and
so on, whom he meets in the future will punish him for this action. An extreme
case where bilateral interactions are not repeated and punishment must be in-
flicted on one's behalf by a third party is, in Yogi Berra's well-knornm saying: "Al-
ways go to other people's funerals. Otherwise they won't go to yours."

r0Evolutionary bioiogist Lee Dugatkin, in his study of the emergence of cooperation, Cheating
Monkeys and Citizen Bees (NewYork: Free Press, 1999), labels this case "selfish teamwork." He ar-
gues that such behavior is more likely to arise in times of crises, because each person is pivotal at
those times. In a crisis, the outcome of the group interaction is likely to be disastrous for everyone if
even one person fails to contribute to the group's effort to get out ofthe dire situation. Thus each
person is willing to contdbute so long as the others do. We will mention Dugatkin's full classifica-
tion of alternative approaches to cooperation in Chapter 13 on evolutionary games.
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But a group has some offsetting disadvantages over direct bilateral interac-
tion when it comes to sustaining good behavior in repeated interactions. The
required speed and certainty of detection and punishment suffer as the num-
bers in the group increase.

Start with the detection of cheating, which is never easy. In most real situa-
tions, payoffs are not completely determined by the players' actions but are
subject to some random fluctuations. Even with two players, if one gets a low
payoff, he cannot be sure that the other cheated; it may have been just a bad
draw of the random shock. with more people, an additional question enters the
picture: if someone cheated, who was it? Punishing someone without being sure
of his guilt beyond a reasonable doubt is not only morally repulsive but also
counterproductive-the incentive to cooperate gets blunted if even cooperative
actions are susceptible to punishment by mistake.

Next, with many players, even when cheating is detected and the cheater
identified, this information has to be conveyed sufficiently quickly and accu-
rately to others. For this, the group must be small or else must have a good com-
munication or gossip network. Also, members should not have much reason to
accuse others falsely.

Finally, even after cheating is detected and the information spread to the
whole group, the cheater's punishment has to be arranged. A third person often
has to incur some personal cost to inflict such punishment. For example, if c is
called on to punish B, who had previously cheated A, c may have to forgo some
profitable business that he could have transacted with B. Then the inflicting of
punishment is itself a collective-action game and suffers from the same tempta-
tion to "shirk"; that is, not to participate in the punishment. A society could
construct a second-round system of punishments for shirking, but that in turn
may be yet another collective-action problem! However, humans seem to have
evolved an instinct whereby people get some personal pleasure from punishing
cheaters even when they have not themselves been the victims of this particular
act of cheating.ll

Now consider some specific methods that society can employ to inflict pun-
ishment on "defectors" (or shirkers). one method is through sanctions imposed
by other members of the group. sanctions often take the form of disqualifica-
tion from future games played by the group. Society can also create norms of
behavior that change individual payoffs so as to induce cooperation. A norm
changes the private payoff scale of each player, by adding an extra cost in the
form of shame, guilt, or dislike of the mere disapproval by others. society estab-
lishes norms through a process of education or culture. Norms differ from cus-
toms in that a person would not automatically follow the norm merely because

rrFor evidence of such altruistic punishment instinct, see Ernst Fehr and Simon Gachter, "Altru-
istic Punishment in Humans, " Nature,vol.415 (January 10,2002), pp. 137-140.
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of the expectation that others would follow it; the extra cost is essential. Norms
also differ from sanctions in that others do not have to take any explicit actions
to hurt you if you violate the norm; the extra cost becomes internalized in your
own payoff s cale.r2

Society can also reward desirable actions just as it can punish undesirable
ones. Again, the rewards, financial or otherwise, can be given externally to the
game (like sanctions) or players' payoffs can be changed so that they take plea-
sure in doing the right thing (norms). The two t],pes of rewards can interact; for
example, the peerages and knighthoods given to Bdtish philanthropists and
others who do good deeds for British society are external rewards, but individ-
ual persons value them only because respect for knights and peers is a British
social norm.

Norms are reinforced by observation of society's general adherence to
them, and they lose their force if they are frequently seen to be violated, Before
the advent of the welfare state, when those who fell on hard economic times
had to rely on help from family or friends or their immediate small social group,
the work ethic constituted a norm that held in check the temptation to slacken
one's own efforts and become a free rider on the support of others. As the gov-
ernment took over the supporting role and unemployment compensation or
welfare became an entitlement, this norm of the work ethic weakened. After the
sharp increases in unemployment in Europe in the late l9B0s and early 1990s, a
significant fraction of the population became users of the official support sys-
tem, and the norm weakened even further.r3

Different societies or cultural groups may develop different conventions
and norms to achieve the same purpose. At the trivial level, each culture has its
own set of good manners-ways of greeting strangers, indicating approval of
food, and so on. \fhen two people from different cultures meet, misunderstand-
ings can arise. More importantly, each company or office has its own ways of
getting things done. The differences between these customs and norms are sub-
tle and difflcult to pin down, but many mergers fail because of a clash of these
"corporate cultures."

Successful solution of collective-action problems clearly hinges on success
in detection and punishment. As a rule, small groups are more likely to have
better information about their members and the members' actions and there-
fore are more likely to be able to detect cheating. They are also more likely to
communicate the information to all members and more likely to organize when

r2See Ostrom, Gouerning the Commons, p. 35. Our distinction between norms and sanctions is
similar to Kreps's distinction between functions (iii) and (iv) of norms (Kreps, "Intrinsic Motivation
and Extrinsic Incentives," p. 359).

l3Assar Lindbeck, "lncentives and Social Norms in Household Behavior," American Economic Re-
uiew,Papers and Proceedings, vol. 87, no.2 (May I997), pp. 370-377.
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inflicting punishment on a cheater. One sees many instances of successful co-
operation in small village communities that would be unimaginable in a large
city or state.

Next, consider the chicken form of collective-action games. Here, the na-
ture of the remedy depends on whether the largest total social payoff is attained
when everyone participates (what we called "chicken version I" in Section l) or
when some cooperate and others are allowed to shirk (chicken II). For chicken I,
where everyone has the individual temptation to shirk, the problem is much like
that of sustaining cooperation in the prisoners' dilemma, and all the earlier re-
marks for that game apply here, too. chicken II is different-easier in one re-
spect and harder in another. Once an assignment of roles between participants
and shirkers is made, no one has the private incentive to switch: if the other dri-
ver is assigned the role of going straight, then you are better off swerving and the
other way around. Therefore, if a custom creates the expectation of an equilib-
rium, it can be maintained without further social intervention such as sanc-
tions. However, in this equilibrium, the shirkers get higher payoffs than the
participants do, and this inequality can create its own problems for the game;
the conflicts and tensions, if they are major, can threaten the whole fabric of the
society. Often the problem can be solved by repetition. The roles of participants
and shirkers can be rotated to equalize payoffs over time.

Sometimes the problem of differential payoffs in versions II of the prison-
ers' dilemma or chicken is "solved," not by restoring equality but by oppression
or coercion, which forces a dominated subset of society to accept the lower
payoff and allows the dominant subgroup to enjoy the higher payoff. In many
societies throughout history, the work of handling animal carcasses was forced
on particular groups or castes in this way. The history of the maltreatment of
racial and ethiric minorities and of women provides vivid examples of such
practices. once such a system becomes established, no one member of the op-
pressed group can do anything to change the situation. The oppressed must get
together as a group and act to change the whole system, itself another problem
of collective action.

Finally, consider the role of leadership in solving collective-action prob-
lems. In Chapter 11, we pointed out that, if the players are of very unequal
"size," the prisoners' dilemma may disappear because it may be in the private
interests of the larger player to continue cooperation and to accept the cheating
of the smaller player. Here, we recognize the possibility of a different kind of
bigness-namely, having a "big heart." People in most groups differ in their
preferences, and many groups have one or a few who take genuine pleasure in
expending personal effort to benefit the whole. If there are enough such people
for the task at hand, then the collective-action problem disappears. Most
schools, churches, local hospitals, and other worthy causes rely on the work of
such willing volunteers. This solution, like others before it, is more likely to work
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in small groups' where the fruits of their actions are more closely and immedi-
ately visible to the benefactors, who are therefore encouraged to continue.

B. Applications

Elinor ostrom, in her book Gouerning the commons,describes several examples
of resolution of common-resource problems at local levels. Most of them re_
quire taking advantage offeatures specific to the context in order to set up sys-
tems of detection and punishment. A flshing community on the Turkish coast,
for example, assigns and rotates locations to its members; the person who is as_
signed a good location on any given day will naturally observe and report any
intruder who tries to usurp his place. Many other users of common resources,
including the grazing commons in medieval England, actually restricted access
and controlled overexploitation by allocating complex, tacit but well-understood
rights to individual persons. In one sense, this solution blpasses the common_
resource problem by dividing up the resource into a number of privately ornmed
subunits.

The most striking feature of Ostrom's range of cases is their immense vari-
ety. some of the prisoners' dilemmas of the exploitation of c'mmon-property
resources that she examined were solved by private initiative by the group of
people actually in the dilemma; others were solved by external public or govern_
mental intervention. In some instances, the dilemma was not resolved at all,
and the group remained trapped in the all-shirk outcome. Despite this variety,
Ostrom identifies several common features that make it easier to solve prison-
ers' dilemmas of collective action: (r) it is essential to have an identifiable and
stable group of potential participants ; (2) the benefits of cooperation have to be
large enough to make it worth paying all the costs of monitoring and enforcing
the rules of cooperation; and (3) it is very important that the members of the
group can communicate with one another. This last feature accomplishes sev-
eral things. First, it makes the norms clear-everyone knows what behavior is
expected, what kind of cheating will not be tolerated, and what sanctions will be
imposed on cheaters. Next, it spreads information about the efficacy of the de_
tection of the cheating mechanism, thereby building trust and removing the
suspicion that each participant might hold that he is abiding by the rules while
others are getting away with breaking them. Finally, it enables the group to
monitor the effectiveness of the existing arrangements and to improve on them
as necessary. All these requirements look remarkably like those identified in
chapter 11 from our theoretical analysis of the prisoners, dilemma (sections 2
and 3) and from the observations of Axelrod's tournaments (section 5).

ostrom's study of the fishing vilrage also illustrates what can be done if the
collective optimum requires different persons to do different things, in which
case some get higher payoffs than others. In a repeated relationship, the advan_

j
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tageous position can rotate among the participants, thereby maintaining some
sense of equality over time. We analyze other instances of this problem of in-
equality and other resolutions of it in Section 5.

Ostrom finds that an external enforcer of cooperation may not be able to
detect cheating or impose punishment with sufficient clarity and swiftness.
Thus the frequent reaction that centralized or government policy is needed to
solve collective-action problems is often proved wrong. Another example comes
from village communities or "communes" in late l9th-century Russia. These
communities solved many collective-action problems of irrigation, crop rota-
tion, management of woods and pastures, and road and bridge construction
and repair in just this way. "The village . . . was not the haven of communal har-
mony. . . . It was simply that the individual interests of the peasants were often
best served by collective activity." Reformers of early 20th-century czarist gov-
ernments and Soviet revolutionaries of the 1920s alike failed, partly because the
old system had such a hold on the peasants' minds that they resisted anlthing
new, but also because the reformers failed to understand the role that some of
the prevailing practices played in solving collective-action problems and thus
failed to replace them by equally effective alternatives.la

The difference between small and large groups is well illustrated by Greif's
comparison of two groups of traders in countries around the Mediterranean Sea
in medieval times. The Maghribis were Iewish traders who relied on extended
family and social ties. If one member of this group cheated another, the victim
informed all the others by writing letters and, when guilt was convincingly
proved, no one in the group would deal with the cheater. This system worked
well on a small scale of trade. But, as trade expanded around the Mediter-
ranean, the group could not find sufficiently close or reliable insiders to go to
the countries with the new trading opportunities. In contrast, the Genoese
traders established a more official legal system. A contract had to be registered
with the central authorities in Genoa. The victim of any cheating or violation of
the contract had to take a complaint to the authorities, who carried out the in-
vestigation and imposed the appropriate flnes on the cheater. This system, with
all its difficulties of detection, could be more easily expanded with the expan-
sion of trade.ls As economies grow and world trade expands, we see a similar
shift from tightly linked groups to more arm's length trading relationships, and
from enforcement based on repeated interactions to that of the official law.

raOrlando Figes, A People's Tragedy: The Russian Reuolution 1891-1924 (New York: Viking Pen-
guin, 1997), pp. 89 90, 240-241,729-730. See also Ostrom, Gouerning the Commons, p. 23, for other
instances where external government-enforced attempts to solve common-resource problems actu-
ally made them worse.

lsArmer Greif, "Cultural Beliefs and the Organization of Society: A Historical and Theoretical Re-
flection on Collectivist and Individualist Societies," /ournal ofPolitical Econonty, vol. 102, no. 5 (Oc-
tober 1994), pp. 912-950.
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The idea that small groups are more successful at solving collective-action

problems forms the major theme of Olson's The Logic of Collectiue Action (see

footnote 4) and has led to an insight important in political science. In a democ-

racy, all voters have equal political rights, and the majority's preference should

prevail. But we see many instances in which this does not happen. The effects of

policies are generally good for some groups and bad for others. To get its pre-

ferred policy adopted, a group has to take political action-lobbying, publicity,

campaign contributions, and so on. To do these things, the group must solve a

collective-action problem, because each member of the group may hope to

shirk and enjoy the benefits that the others' efforts have secured. If small groups

are better able to solve this problem, then the policies resulting from the politi-

cal process will reflect theirpreferences even if other groups who fail to organize

are more numerous and sUffer greater losses than the successful gfogps' gains.

The most dramatic example of this comes from the arena of trade policy. A

country's import restrictions help domestic producers whose goods compete

with these imports, but they hurt the consumers of the imported goods and the

domestic competing goods alike, because prices for these goods are higher than

they would be otherwise. The domestic producers are few in number, and the

consumers are almost the whole population; the total dollar amount of the con-

sumers' losses is typically far bigger than the total dollar amount of the produc-

ers' gains. Political considerations based on constituency membership numbers

and economic considerations of dollar gains and losses alike would lead us to

expect a consumer victory in this policy arena; we would expect to see at least a

push for the idea that import restrictions should be abolished, but we don't. The

smaller and more tightly knit associations of producers are better able to orga-

nize for political action than the numerous dispersed consumers.

More than 60 years ago, the American political scientist E. E. Schattschnei-

der provided the first extensive documentation and discussion of how pressure

politics drives trade policy. He recognized that "the capacity of a group for orga-

nization has a great influence on its activity," but he did not develop any sys-

tematic theory of what determines this capacity.lo The analysis of Olson and

others has improved our understanding of the issue, but the triumph of pres-

sure politics over economics persists in trade policy to this day. For example, in

the late l980s, the U.S. sugar policy cost each of the 240 million people in the

United States about $i 1.50 per year for a total of about $2.75 billion, while it in-

creased the incomes of about 10,000 sugar-beet farmers by about $50,000 each,

and the incomes of 1,000 sugarcane farms by as much as $500,000 each for a

total of about $1 bill ion. The net loss to the U.S. economy was $1.75 bill ion.l;

'6E. E. Schattschneider, Politics, Pressures, and the Tariff(NewYork: Prentice-Hall, 1935); see es-

peciaily pp. 285-286.
lTStephen V. Marks, "A Reassessment of the Empirical Evidence on the U.S. Sugar Program," in

The Economics and Politics of Wortd Sugar Policies, ed. Stephen V. Marks and Keith E. Maskus (Ann

Arbor: University of Michigan Press, 1993), pp. 79-108.
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Each of the unorganized consumers continues to bear his small share of the
costs in silence; many of them are not even aware that each is paying $11.50 a
year too much for his sweet tooth.

If this overview of the theory and practice of solving collective-action prob-
lems seems diverse and lacking a neat summary statement, that is because the
problems are equally diverse, and the solutions depend on the specifics of each
problem. The one general lesson that we can provide is the importance of let-
ting the participants themselves devise solutions by using their local knowledge
of the situation, their advantage of proximity in monitoring the cooperative or
shirking actions of others in the community, and their ability to impose sanc-
tions on shirkers by using various ongoing relationships within the social group.

Finally, a word of caution. You might be tempted to come away from this
discussion of collectivd-action problems with the impression that individual
freedom leads to harmful outcomes that can and must be improved by social
norms and sanctions. Remember, however, that societies face problems other
than those of collective action; some of them are better solved by individual ini-
tiative than by joint efforts. Societies can often get hidebound and autocratic,
becoming trapped in their norms and customs and stifling the innovation that
is so often the key to economic growth. Collective action can become collective
inaction.IB

Now we return to the comparison of the Nash equilibrium and the social opti-
mum in collective-action games. The two questions that we want to answer are:
\iVhat are the socially optimal numbers of people who should choose the one
strategy or the other, and how will these numbers differ from the ones that
emerge in a Nash equilibrium?

Remember that the total social payoff Z(n), when n of the l/people choose
the action P and (l/ - n) choose the action S, is given by the formula

T(n) : np(n) + (l/- n)s(n).

Suppose that there are initially n people who have chosen P and that one person
switches from S to P. Then the number choosing P increases by I to (n * 1), and
the number choosing S decreases by 1 to (N - n - 1); so the total social payoff
becomes

T(n+ l ) :  (n+ I)p(n+ 1) + [ l I -  (n + l ) ]s(n + 1).

rsDavid Landes, The Wealth and Pouerty of Nations (New York: Nofton, 1998), chaps. 3 and 4,
makes a soirited case for this effect.
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The increase in the total social payoffis the difference between T(n) and T(n + l):

T(n+ I)  -  T(n):  (n+ L)p(n+ l )  + [ l / -  (n + l ) ]s(n + 1) -  np(n) + ( l / -  n)s(rz)
: tp(n + 1) - s(n)l + n[p(n + I) - P(n)l

+ [N- (n + 1)] [s(n + 1) - s(n)] (12.1)

after collecting and rearranging terms.
Equation (12.1) has a very useful interpretation. It classifies the various

different effects of one person's switch from S to P. Because this one person is

a small part of the whole gfoup, the change due to his switch of strategies is

small, or marginal. The equation shows how the overall marginal change in

the whole group's or whole soCiety's payoffs-marginal social gain for short-

is divided into the marginal change in payoffs for various subgroups of the

population.
The first of the three terms in Eq. (12.l)-namely, lp(n + 1) - s(n)l-is the

change in the payoff of the pelson who switched; we call this the marginal pri-

vate gain because it is "privately held" by one person. We encountered the two

components of this expression in Section 2. This difference in the person's indi-

vidual, or private, payoffs between what he receives when he chooses S-

namely, s(n)-and what he receives when he chooses P-namely, p(n + l)-rs

what drives his choice, and all such individual choices then determine the Nash

equilibrium.
In addition, when one person switches from S to P, there are now (n + l)

people choosing Pi the increase from n "participants" to (n * 1) changes the

payoffs of all the other individual members of the society, both those who

play P and those who play S. \Mhen one person's action affects others, it is

called a spillover effect, external effect, or externality; because we are con-

sidering a small change, we should actually call it the marginal spillouer ef-

fect. For example, if one commuting driver switches from route A to route B,

this switch decreases the congestion on route A and increases that on route B,

reducing the time taken by all the other drivers on route A (improving their

payoffs) and increasing the time taken by all the other drivers on route B (de-

creasing their payoffs). To be sure, the effect that one driver's switch has on

the time for any one driver on either route is very small, but, when there are

numerous other drivers (that is, when l/is large), the full spillover effect can

be substantial.
The second and third terms in Eq. (12.1) are just the quantifications of these

effects on others. For the n other people choosing P, each sees his payoff change

by the amount lp(n + l) - p(n)) when one more person switches to P; this

spillover effect is seen in the second gloup of terms in Eq. (12.1). There are also

N - (n + l) (or N - n - 1) others stil l choosingS afterthe one person switches,

and each of these players sees his payoff change by [s(n + 1) - s(n)]; this

spillover effect is shonm in the third group of terms in the equation.
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Thus we can rewrite Eq. (12.1) for a general switch of one person from either
StoPorPtoSas:

Marginal social gain : marginal private gain + marginal spillover effect.

For an example in which one person switches from S to P, we have

Marginal social gain : T(n + I) - T(n),
Marginal private gain : p(n + I) - s(n), and

Marginalspi l lovereffect:  n[p(n+ l)  -  p(n)]  + [ l / -  (n + I) ]  [s(n + l )  -  s(n)] .

As a specific example of these various effects, suppose you are one of 8,000
commuters who drive every day from a suburb to the city and back; each of you
takes either the expressway (action P) or a network of local roads (action S).
The route by the local roads takes a constant 45 minutes, no matter how many
cars are going that way. The expressway takes only 15 minutes when uncon-
gested. But every driver who chooses the expressway increases the time for
every other driver on the expressway by 0.005 minute (about one-quarter of a
second).

Measure the payoffs in minutes of time saved-by how much the commute
time is less than t hour, for instance. Then the payoff to drivers on the local
roads, s(n), is a constant 60 - 45 : 15 regardless ofthe value of n. But the payoff
to drivers on the expressway, p(n), does depen d on n; in particular, p(n) : 60 -
15:45 for n:0, but p(n) decreasesby5/1,000 (or 1/200) foreverycommuter
on the expressway. Thus, p(n) :45 - 0.005n.

Suppose that initially there are 4,000 cars on the expressway. With this
many cars on that road, it takes each of them 15 + 4,000 x 0.005 : 15 + 20 : 3E
minutes to commute to work; each gets a payoff of p(n) : 25 lwhich is 60 - 35,
or p(4,000)1. If you switch from a local road to the expressway, the time for each
of the now 4,001 drivers there (including you) will be 35 and 11200, or 35.005
minutes; each expressway driver now gets a payoff of p(n + 1) : p(4,001) :
24.995. This payoff is higher than the 15 from driving on the local roads. Thus
you have a private incentive to make the switch because, for you, p(n + l) > s(n)
(24.995 > 15). Your marginal private gain from switching is p(n + t) - s(n) :
9.995 minutes. But the 4,000 other drivers on the expressway now take 0.005
minute more each as a result of your decision to switch; the payoff to each
changes by p(4,001) - p(4,000) : -0.005. Similarly, the drivers on the local
roads face a payoff change of s(4,001) - s(4,000), but this is zero. The cumulative
effect on all of these other drivers is 4,000 x - 0.005 : - 20 (minutes); this is the
marginal spillover effect. The overall marginal social gain is 9.995 - 20 :
- 10.005. Thus the overall social effect of your switch is bad; the social payoff is
reduced by a total ofjust over l0 minutes and it follows that f(n + 1) - T(n) < O
in this case.
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A. The Calculus ofthe General (ase

Before examining some spillover situations in more detail to see what can be done

to achieve socially better outcomes, we restate the general concepts of the analysis

in the language of calculus. If you do not know this language, you can omit this

section without loss of continuity; but, if you do know it, you will find the alterna-

tive statement much simpler to grasp and use than the algebra employed earlier.

If the total number l/of people in the group is very large-say, in the hun-

dreds or thousands-then one person can be regarded as a very small, or "infln-

itesimal," part of this whole. This allows us to treat the number n as a

continuous variable. If T(n) is the total social payoff, we calculate the effect of

changing n by considering an increase of an infinitesimal marginal quantity dn,

instead of a full unit increase from nto (n + 1). To the first ordet, the change in

payoff is T'(n)dn, where T'(n) is the derivative of T(n) with respect to n. Using

the expression for the total social payoff,

T(n):  np(n) + ( l / -  n)s(n),

and differentiating, we have

T'(n):  p(n) + np'(n) -  s(n) + (N- n)s '(n)
: lp(n) - s(n)l + np'(n) + (l/ - n) s'(n).

This is the calculus equivalent of Eq. (12.1) . T' (n) represents the marginal social

gain. The marginal private gain is p(n) - s(n), which is just the change in the payoff

of the person making the switch from S to P.In Eq. (12.1), we had p(n + l) - s(n)

for this change in payoff; nowwe have p(n) - s(n). This is because the inflnitesimal

addition of dn to the group of th,e n people choosing P does not change the pay-

off to any one of them by a significant amount. Howevet, the total change in

their payoff, np'(n), is sizable and is recognized in the calculation of the spillover

effect-it is the second term in Eq. (12.2)-as is the change in the payoff of the (l/ -

n) peop\e choosing S-namely, (N - n)s'(n)-the third term in Eq. (12.2). These

Iast two terms constitute the marginal-spillover-effect part of Eq. (L2.2).

In the commuting problem, we have p@) : 45 - 0.005n, and s(n) : 15.

Then, with the use of calculus, the private marginal gain for each driver who

switches to the expressway when there are already n drivers using it is p(n) -

s(n) : 30 - 0.005n. Because p'(n) : - 0.005 and s'(n) : 0, the spillover effect is

/? x (-0.005) + (N - n) x0 :  -0.005n,whichequals -  20when n :  4,000. The

answer is the same as before, but calculus simplifies the derivation and helps us

find the optimum directly.

B. Negative Spillovers

In the commuting example, the marginal spillover effect is negative (-20 min-

utes), in which case we say there is a negative externality . A negatiue externalitr-

( r2.2)
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exists when the action of one person lowers others' payoffs; it imposes some
extra costs on the rest of society. But this person is motivated only by his ou,n
payoffs. (Remember that any guilt that he may suffer from harming others
should already be reflected in his payoffs). Therefore he does not take the
spillover into account when making his choice. He will change his action from S
to P as long as this change has a positive marginal priuate gain. Societywould be
better off if the person's decision were governed by the marginal social gain. In
our example, the marginal social gain is negative, but the marginal private gain
is positive, and so the individual driver makes the switch even though society as
awhole would be better off if he did not do so. More generally, in situations with
negative externalities, the marginal social gain will be smaller than the marginal
private gain. People will make decisions based on a cost-benefit calculation that
is the wrong one from society's perspective; individual persons will choose the
actions with negative spillover effects more often than society would like them
to do.

We can use equation (12.i) to calculate the precise conditions under which
a switch will be beneficial for a particular person versus for society as a whole.
Recall that, if there are already n people using the expressway and another dri-
ver is contemplating switching from the local roads to the expressway, he stands
to gain from this switch if p(n + 1) > s(n), whereas the total social payoff in-
creases if T(n + l) - T(n) > 0. The private gain is positive if

45-(n+1)x0.005>15
44.995-0.005n>15

n < 200 (44.995 - 15) : 5,999,

whereas the condition for the social gain to be positive is

45 -  (n+ 1) x 0.005 -  15 -  0.005n > 0
29.995-0.01n>0

n < 2,999.5.

Thus, if given the free choice, commuters will crowd onto the expressway until
there are almost 6,000 of them, but all crowding beyond 3,000 reduces the total
social payoff. Society as a whole would be best off if the number of commuters
on the expressway were kept dor.tm to 3,000.

We show this result graphically in Figure 12.9. On the horizontal axis from
left to right, we measure the number of commuters using the expressway. On the
vertical axis, we measure the payoffs to each commuter when there are n others
using the expressway. The payoffto each driver on the local road is constant and
equal to 15 for all n; this is shown by the horizontal line s(n). The payoff to each
driver who switches to the expressway is shown by the line p(n + 1); it falls by
0.005 for each unit increase in n. The two lines meet at n : 5,999: that is, at the
value of n for which p(n + I) : s(n) or for which the marginal private gain is just
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FIGURE 12.9 Equilibrium and Optimum in Route-Choice Game

zero. Ever!'\Mhere to the left of this value of n, any one driver on the local roads
calculates that he gets a positive gain by switching to the expressway. As some
drivers make this switch, the numbers on the expressway increase-the value of
n in society rises. Conversely, to the right of the intersection point (that is, for n )

5,999), s(/t) > p(n + I); so each of the (n * 1) drivers on the expressway stands to
gain by switching to the local road. As some do so, the numbers on the express-
way decreas e and n falls. From the left of the intersection, this process converges
to n:5,999 and, from the right, it converges to 6,000.

If we had used the calculus approach, we would have regarded I as a very
small increment in relationto n, and graphed p(n) insteadof p(n + l). Then the in-
tersection point would have been at n:6,000 instead of at 5,999. As you can see, it
makes very little difference in practice. lVhat this means is that we can call n :

6,000 the Nash equilibrium of the route-choice game when choices are governed
by purely individual considerations. Given a free choice, 6,000 of the 8,000 total
commuters will choose the expressway and only 2,000 will drive on the local roads.

But we can also interpret the outcome in this game from the perspective of
the whole society of commuters. Society benefits from an increase in the number
of commuters, /?, on the expressway when T(n + l) - T(n) > 0 and loses from an
increase in n when T(n + I) - T(n) < 0. To figure out how to show this on the
graph, we express the idea somewhat differently;we take Eq. (12.1) and rearrange
it into two pieces, one depending only on p and the other depending only on s:

T(n + r) - T{n) : (n + I)p(n + r) + [l./- (n + r)ls(n+ r) - np(n) - lN - n]s(n)
:  {p(n + l )  + nlp(n+ r)  -  p(n) l l

-  {s(n) + [ l / -  (n + r ;1[s(n + 1) -  s(n)] ] .
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The expression in the first set of braces is the effect on the payoffs of the set
of commuters who choose P; this expression includes the p(n + 1) of the
switcher and the spillover effect, nlp(n + l) - p(n)1, on all the other n com-
muters who choose P. We call this the marginal social payoff for the P-choosing
subgroup, when their number increases from n to n + I, or MP(n * 1) for short.
Similarly, the expression in the second set of braces is the marginal social payoff
for the S-choosing subgroup, or MS(n) for short. Then, the full expression for
T(n + I) Z(n) tells us that the total social payoff increases when one person
switches from S to P (or decreases if the switch is from P to S) if MP(n + 1) >
MS(n), and the total social payoff decreases when one person switches from S to
P (or increases when the switch is from P to S) if MP(n + l) < MS(n).

Using our expressions for p(n + 7) and s(n) in the commuting example, we
have

MP{n+ l )  -  +S -  (n+ 1) x 0.005 * nx (-  0.005) -  44.995 -  0.01n

while MS(n) : 15 for all values of n. Figure 12.9 includes graphs of the relation
MP(n + 1) and MS(n). Note that the MS(n) coincides with s(n) ever],ryr,rhere be-
cause the local roads are always uncongested. But the MP(n f 1) curve lies
below the p(n * 1) curve; because of the negative spillover, the social gain from
switching one person to the expressway is less than the private gain to the
switcher.

The MP(n + 1) and MS(n) curves meet at n : 2,999, or approximately 3,000.
To the left of this intersection, MP(n + l) > MS(n), and society stands to gain by
allowing one more person on the expressway; to the right, the opposite is true
and society stands to gain by shifting one person from the expressway to the
local roads. Thus the socially optimal allocation of drivers is 3,000 on the ex-
pressway and 3,000 on the local roads.

If you wish to use calculus, you can write the total payoff for the expressway
drivers as np(n) : nl45 - 0.005n1 - 45n 0.005n2, and then Ihe MP(n + 1) is
the derivative of this with respect to n-namely, 45 - 0.005 x 2n - 45 - 0.01n.
The rest ofthe analysis can then proceed as before.

How might this society achieve the optimum allocation of its drivers? Dif-
ferent cultures and political groups use different systems, and each has its
own merits and drawbacks. The society could simply restrict access to the ex-
pressway to 3,000 drivers. But how would it choose those 3,000? It could adopt
a first-come, first-served rule, but then drivers would race one another to get
there early and waste a lot of time. A bureaucratic society may set up criteria
based on complex calculations of needs and merits as defined by civil ser-
vants; then everyone will undertake some costly activities to meet these crite-
ria. In a politicized society, the important "swing voters" or organized
pressure groups or contributors may be favored. In a corrupt society, those
who bribe the officials or the politicians may get the preference. A more
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egalitarian society could allocate the rights to drive on the expressway by lot-
tery or could rotate them from one month to the next. A scheme that lets you
drive only on certain days, depending on the last digit of your car's license
plate, is an example, but this scheme is not as egalitarian as it seems, because
the rich can have two cars and choose license plate numbers that will allow
them to drive every day.

Many economists prefer a more open system of charges. Suppose each dri-
ver on the expressway is made to pay a tax t, measured in units of time. Then the
private benefit from using the expressway becomes p(n) - t and the number n
in the Nash equilibrium will be determined by p(n) - t : s(n). (Here, we are ig-
noring the tiny difference between p(n) and p(n-t L), which is possible when l,/
is very large.) We know that the socially optimal value of n is 3,000. Using the ex-
pressions p(n) :45 - 0.005n and s(n) : 15, and plugging in 3,000 for n, we find
Ihat p(n) - t: s(n)-that is, drivers are indifferent between the expressway and
the local roads-when 45 - 15 - t: 15, or t : 15.If we value time at the mini-
mum wage of about $5 an hour, 15 minutes comes to $1.25. This is the tax or toll
that, when charged, will keep the numbers on the expressway doum to what is
socially optimal.

Note that, when there are 3,000 drivers on the expressway, the addition of
one more increases the time spent by each of them by 0.005 minute, for a total
of 15 minutes. This is exactly the tax that each driver is being asked to pay. In
other words, each driver is made to pay the cost of the negative spillover that he
creates on the rest of society. This "brings home" to each driver the extra cost of
his action and therefore induces him to take the socially optimal action; econo-
mists say the individual person is being made to internalize the externality.
This idea, that people whose actions hurt others are made to pay for the harm
that they cause, adds to the appeal ofthis approach. But the proceeds from the
tax are not used to compensate the others directly. If they were, then each ex-
pressway user would count on receiving from others just what he pays, and the
whole purpose would be defeated. Instead, the proceeds of the tax go into gen-
eral government revenues, where they may or may not be used in a socially ben-
eficial manner.

Those economists who prefer to rely on markets argue that, if the ex-
pressway has a private owner, his profit motive will induce him to charge for
its use just enough to reduce the number of users to the socially optimal
level. An owner knows that, if he charges a tax / for each user, the number of
users /? will be determined by p(n) - t : s(n). His revenue will be tn : n[p(n)
- s(n)1, and he will act in such a way as to maximize this revenue. In our
example, the revenue is n[45 - 0.005n - 15] : nl30 - 0.005n1 : 30n -
0.005n2; it is easy to see this revenue is maximized when n : 3,000. But, in
this case, the revenue goes into the owner's pocket; most people regard it as a
bad solution.
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(. Positive Spillovers

\Iany matters pertaining to positive spillovers or positive externalities can be
understood simply as mirror images of those for negative spillovers. A person's
private benefits from undertaking activities with positive spillovers are less than
society's marginal benefits from such activities. Therefore such actions will be
underutilized and their benefits underprovided in the Nash equilibrium. A bet-
rer outcome can be achieved by augmenting people's incentives; providing

those persons whose actions provide positive spillovers with a reward just equal
to the spillover beneflt will achieve the social optimum.

Indeed, the distinction between positive and negative spillovers is to some
extent a matter of semantics. \.4/hether a spillover is positive or negative depends
on which choice you call P and which you call S. In the commuting example,
suppose we called the local roads P and the expressway S. Then one com-
muter's switch from S to P will reduce the time taken by all the others who
choose S, so this action will convey a positive spillover to them. As another ex-
ample, consider vaccination against some infectious disease. Each person get-
ting vaccinated reduces his or,r,n risk of catching the disease (marginal private
gain) and reduces the risk of others getting the disease through him (spillover).

If being unvaccinated is called the S action, then getting vaccinated has a posi-

tive spillover effect. Il instead, remaining unvaccinated is called the P action,
then the act of remaining unvaccinated has a negative spillover effect. This has
implications for the design of policy to bring individual action into conformity
with the social optimum. Society can either reward those who get vaccinated or
penalize those who fail to do so.

But actions with positive spillovers can have one very important new fea-
ture that distinguishes them from actions with negative spillovers-namely,
positive feedback. Suppose the spillover effect of your choosing P is to increase
the payoff to the others who are also choosing P. Then your choice increases the
attraction of that action (P), and may induce some others to take it also, setting
in train a process that culminates in everyone taking that action. Conversely, if
very few people are choosing P, then it may be so unattractive that they, too,
give it up, leading to a situation in which everyone chooses S. In other words,
positive feedback can give rise to multiple Nash equilibria, which we now illus-
trate by using a very real example.

\fhen you buy a computer, you have to choose between one with a Win-
dows operating system and one with an operating system based on Unix, such
as Linux. This game has the necessary payoff structure. As the number of Unix
users rises, the better it will be to purchase such a computer-the system will
have fewer bugs because more users will have detected those that exist, there
will be more application software available, and more experts will be available
to help with any problems that arise. Similarly, a Windows-based computer will
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be more attractive the more Windows users there are. In addition, many com-
puting aficionados would argue that the Unix system is superior. Without nec-

essarily taking a position on that matter, we show what will happen if that is the

case. Will individual choice lead to the socially best outcome?
A diagram similar to Figures 12.6 through l2.B can be used to show the pay-

offs to an individual computer purchaser of the two strategies, Unix and Win-

dows. As shor.tm in Figure 12.10, the Unix payoff rises as the number of Unix

users rises, and the Windows payoff rises as the number of Unix ornmers falls
(the number of Windows users rises). As already explained, the diagram is

drar.tm so that the payoff to Unix users when everyone in the population is a

Unix user (at the point labeled U) is higher than the payoff to Windows users

when everyone in the population is aWindows user (at\A/).

If the current population has only a small number of Unix users, then the

situation is represented by a point to the left of the intersection of the two payoff

lines at I, and each individual user finds it better to choose Windows. \A/hen

there is a larger number of Unix users in the population, placing the society to

the right of I, it is better for each person to choose Unix. Thus a mixed popula-

tion of Unix and Windows users is sustainable as an equilibrium only when the

current population has exactly I Unix users; only then will no member of the
population have any incentive to switch platforms. And even that situation is

unstable. Suppose just one person by accident makes a different decision. If he

switches to Windows, his choice will push the population to the left of I, in

which case there will then be an incentive for others to switch to Windows, too.

If he switches to Unix, the population point moves to the right of I, creating an

Users'
benefits

Al l  Windows t

FIGURE 12.10 Payoffs in Operating-System-Choice Game

Al l  Unix
Number of  Unix users
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incentive for more people to switch to Unix. The cumulative effect of these
switches will eventually push the society to an all-Unix or an all-Windows out-
come; these are the two stable equilibria of the game.le

But which of the two stable equilibria will be achieved in this game? The an-
swer depends on where the game starts. If you look at the configuration of
today's computer users, you will see a heavily Windows-oriented population.
Thus it seems that, because there are so few Unix users (or so many PC users),
the world is moving toward the all-Windows equilibrium. Schools, businesses,
and private users have become locked in to this particular equilibrium as a re-
sult of an accident of history. If it is indeed true that the Unix provides more
benefits to societywhen used by everyone, then the all-Unix equilibrium should
be preferred over the all-Windows one that we are approaching. Unfortunately,
although society as a whole might be better off with the change, no individual
computer user has an incentive to make a change from the current situation.
Only coordinated action can swing the pendulum toward Unix. A critical mass
of individual users, more than I in Figure 12.10, must use Unix before it be-
comes individually rational for others to choose the same operating system.

There are many examples of similar choices of convention being made by
different groups of people. The most famous cases are those in which it has
been argued, in retrospect, that a wrong choice was made. Advocates claim that
steam power could have been developed for greater efficiency than gasoline; it
certainly would have been cleaner. Proponents of the Dvorak typewriter/com-
puter key conflguration claim that it would be better than the Q\i\iERTY key-
board if used everywhere. Many engineers agree that Betamax had more going
for it than \rHS in the video recorder market. In such cases, the whims of the
public or the genius of advertisers help determine the ultimate equilibrium and
may lead to a "bad" or "\,!'rong" outcome from society's perspective. Other situa-
tions do not suffer from such difflculties. Few people concern themselves with
flghting for a reconfiguration of traffic-light colors, for example.20

The ideas of positive feedback and lock-in find an important application in
macroeconomics. Production is more profitable the higher the level of demand
in the economy, which happens when national income is higher. In turn, in-
come is higher when flrms are producing more and therefore hiring more work-
ers. This positive feedback creates the possibility of multiple equilibria, of which

leThe term "positive feedback" may create the impression that this is a good thing, but in techni-
cal language the term merely characterizes the process and includes no general value judgment
about the outcome. In this example, the same positive feedback mechanism could lead to either an
all-Unix outcome or an all-Windows outcome; one could be worse than the other.

20Not everyone agrees that the Dvorak keyboard and the Betamax video recorder were clearly su-
perior alternatives. See two articles by S. I. Liebowitz and Stephen E. Margolis, "Network Extemality:
An Uncommon Tragedy," Journal of Economic Perspectiues, vol. B (Spring 1994), pp. 146-149, and
"The Fable ofthe Keys," /ournal ofLaw and Economics, vol. 33 (April 1990), pp. 1-25.
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the high-production, high-income one is better for society, but individual deci-
sions may lock the economy into the low-production, low-income equilibrium.
In Exercise 6 at the end of the chapter, we ask you to show this in a figure. The
better equilibrium could be turned into a focal point by public declaration-
"the only thing we have to fear is fear itself"-but the government can also in-
ject demand into the economy to the extent necessary to move it to the better
equilibrium. In other words, the possibility of unemployment due to a defi-
ciency of aggregate demand, as discussed in the supply-and-demand language
of economic theory by the British economist fohn Maynard Keynes in his well-
known 1936 book titled Employment, Interest, and Money, can be seen from a
game-theoretic perspective as the result of a failure to solve a collective-action
problem.2l

In the chicken variant of collective-action problems discussed in earlier sec-
tions, we looked only at the pure-strategy equilibria. But we know from Section
1.B in Chapter B that such games have mixed-strategy equilibria, too. In collec-
tive-action problems, where each participant is thinking, "It is better if I wait for
enough others to participate so that I can shirk; but then again maybe they
won't, in which case I should participate," mixed strategies nicely capture the
spirit of such vacillation. Our last story is a dramatic, even chilling application of
such a mixed-strategy equilibrium.

In 1964 in New York City (in Kew Gardens, Queens), a woman named Kitty
Genovese was killed in a brutal attack that lasted more than half an hour. She
screamed through it all and, although her screams were heard by many people
and more than 30 actuallywatched the attack taking place, not one went to help
her or even called the police.

The story created a sensation and found several ready theories to explain it.
The press and most of the public saw this episode as a confirmation of their be-
Iief that New Yorkers-or big-city dwellers or Americans or people more gener-
ally-were just apathetic or didn't care about their fellow human beings.

However, even a little introspection or observation will convince you that
people do care about the well-being of other humans, even strangers. Social sci-

211ohn Maynard Ke14es, Employment, Interest, and Money (London: Macmillan, 1936). See also

John Bryant, "A Simple Rational-Expectations Keyres-type Model," Quarterly Iournal of Economics,
vol. 98 (1983), pp. 525-528, and Russell Cooper and Andrew John, "Coordination Failures in a
Keyrresian Model," Quarterly Journal of Economiry vol. 103 (I9BB), pp. 441-463, for formal game-
theoretic models of unemployment equilibria.
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entists offered a different explanation for what happened, which they labeled
pluralistic ignorance. The idea behind this explanation is that no one can be
sure about what is happening, whether help is really needed and how much.
People look to one another for clues or guidance about these matters and try to
interpret other people's behavior in this light. If they see that no one else is
doing anything to help, they interpret it as meaning that help is probably not
needed, and so they don't do anything either.

This explanation has some intuitive appeal but is unsatisfactory in the Kitty
Genovese context. There is a very strong presumption that a screaming woman
needs help. \tVhat did the onlookers think-that a movie was being shot in their
obscure neighborhood? If so, where were the lights, the cameras, the director,
other crew?

A better explanation would recognize that, although each onlooker may ex-
perience strong personal loss from Kitty's suffering and get genuine personal
pleasure if she were saved, each must balance that against the cost of getting in-
volved. You may have to identiff yourself if you call the police; you may then
have to appear as a witness, and so on. Thus, we see that each person may pre-
fer to wait for someone else to call and hope to get for himself the free rider's
benefit ofthe pleasure ofa successful rescue.

Social psychologists have a slightly different version of this idea of free riding,
which they label diffusion of responsibility. Here, the idea is that everyone might
agree that help is needed, but they are not in direct communication with one an-
other and so cannot coordinate on who should help. Each person may believe
that help is someone else's responsibility. And the larger the group, the more
likely it is that each person will think that someone else would probably help, and
therefore he can save himself the trouble and the cost of getting involved.

Social psychologists conducted some experiments to test this hypothesis.
They staged situations in which someone needed help of different kinds in dif-
ferent places and with different-sized crowds. Among other things, they found
that, the larger the size of the crowd, the less likely was help to come forth.

The concept of diffusion of responsibility seems to explain this finding but
not quite. It says that, the larger the crowd, the less likely is any one person to
help. But there are more people, and only one person is needed to act and call
the police to secure help. To make it less likely that even one person helps, the
chance of any one person helping has to go down sufflciently fast to offset the
increase in the total number of potential helpers. To find whether it does so re-
quires game-theoretic analysis, which we now supply.zz

22For a fuller account of the Kitty Genovese story and for the analysis of such situations from the
perspective of social psychology, see John Sabini, Soclal Psychology,2nd ed. (New York: Norton,
1995), pp. 39-44. Our game-theoretic model is based on Thomas Palfrey and Howard Rosenthal,
"Participation and the Provision of Discrete Public Goods," Iournal of Public Economics, vol. 24
(1984), pp. 171-193.
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We consider only the aspect of diffusion of responsibility in which action is
not consciously coordinated, and we leave aside all other complications of in-
formation and inference. Thus we assume that everyone believes the action is
needed and is worth the cost.

Suppose there are l/people in the group. The action brings each of them a
beneflt B. Only one person is needed to take the action; more are redundant.
Anyone who acts bears the cost C. We assume that B > C so it is worth the while
of any one person to act even if no one else is acting. Thus the action is justified
in a very strong sense.

The problem is that anyone who takes the action gets the value B and pays
the cost C for a net payoff of (B - C), while he would get the higher payoff B if
someone else took the action. Thus each has the temptation to let someone else
go ahead and to become a free rider on another's effort. V\4ren all l/people are
thinking thus, whatwill be the equilibrium or outcome?

If l/ : 1, the single person has a simple decision problem rather than a
game. He gets B - C> 0 if he takes the action and 0 if he does not. Therefore he
goes ahead and helps.

If l/ > l, we have a game of strategic interaction with several equilibria. Let
us begin by ruling out some possibilities. With l.I > 1, there cannot be a pure-
strategy Nash equilibrium in which all people act, because then any one of them
would do better by switching to free-ride. Likewise, there cannot be a pure-
strategy Nash equilibrium in which no one acts, because, giuen that no one else
is acting (remember that under the Nash assumption each player takes the oth-
ers' strategies as given), it pays any one person to act.

There are Nash equilibria where exactly one person acts; in fact, there are ly'
such equilibria, one corresponding to each member. But, when everyone is tak-
ing the decision individually in isolation, there is no way to coordinate and des-
ignate who is to act. Even if members of the group were to attempt such
coordination, they might try to negotiate over the responsibility and not reach a
conclusion, at least not in time to be of help. Therefore it is of interest to exam-
ine symmetric equilibria in which all members have identical strategies.

We already saw that there cannot be an equilibrium in which all l/people
follow the same pure strategy. Therefore we should see whether there can be an
equilibrium in which they all follow the same mixed strategy. Actually, mixed
strategies are quite appealing in this context. The people are isolated, and each
is trying to guess what the others will do. Each is thinking, Perhaps I should call
the police . . . but maybe someone else will . . . butwhat if they don't. . . ? Each
breaks off this process at some point and does the last thing that he thought of
in this chain, but we have no good way of predicting what that last thing is. A
mixed strategy carries the flavor of this idea of a chain of guesswork being bro-
ken at a random point.
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So suppose P is the probability that any one person will not act. If one par-
ticular person is willing to mix strategies, he must be indifferent between the
two pure strategies of acting and not acting. Acting gets him (B - C) for sure.
Not acting will get him 0 if none of the other (N - l) people act and B if at least
one of them does act. Because the probability that any one fails to act is p and
because they are deciding independently, the probability that none of the (l/ -
l) others acts is PN 1, and the probability that at least one does act is (l - pr/-1).
Therefore the expected payoff of the one person when he does not act is

0 X p'\'-r + B(l _ p^/-1) : B(1 _ pr/ 1).

And that one person is indifferent between acting and not acting when

B - C: B(1 - pru-t) or when pN 1 : C/B or p : (C/B)\/(N 1).

Note how this indifference condition of one selected player serves to determine
the probability with which the otherplayers mix their strategies.

Having obtained the equilibrium mixture probability, we can now see how it
changes as the $oup size l'/changes. Remember that c/B < l. As l,/increases
from 2 to inflnity, the power 1/ (N - 1) decreases from I to 0. Then c/B raised to
this power-namely, P- increases from c/Bto r. Remember that pis the proba-
bility that any one person does not take the action. Therefore the probability of
actionbyanyoneperson-namely, (1 - P)-failsfrom 1 - C/B: (B- AlBto0.23

In other words, the more people there are, the less likely is any one of them to
act. This is intuitivelytrue, and in good conformitywith the idea of diffusion of re-
sponsibility. But it does not yet give us the conclusion that help is less likely to be
forthcoming in a larger group. As we said before, help requires action by only one
person. As there are more and more people each of whom is less and less likely to
act, we cannot conclude immediately that the probability of at least one of them
acting gets smaller. More calculation is needed to see whether this is the case.

Because the Npersons are randomizing independently in the Nash equilib-
rium, the probability Q that not euen one of them helps is

e : pN : (C/B)N/rn u.

As ly'increases from 2 to infinity,l//(l/- l) decreases from2 to l, and then ein-
creases from (c/B)2 to c/8. correspondingly, the probability that at least one
personhelps-namely (1 - Q)-decreases from I - (C/H2 b I - C/8.2a

23consider the case in which B : 10 and c : 8. Then P equals 0.8 when l,/= 2, rises to 0.998 when
l/= 100, and approaches 1 as l,/continues to rise. The probabitity ofaction by any one person is 1 -
P, which falis from 0.2 to 0 as l,/rises from 2 toward inlinity.

24with the same sample values for B (10) and C (B), this resuit implies that increasing lr,/from 2 to
infinity leads to an increase in the probability that not even one person helps, from 0.64 to 0.8. And
the probability that at least one person helps falls from 0.36 to 0.2.
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So our exact calculation does bear out the hypothesis: the larger the group,

the less likely is help to be given at all. The probability of provision does not,

however, reduce to zero even in very large groups; instead it levels off at a posi-

tive value-namely, (B - C) I B-which depends on the benefit and cost of ac-

tion to each individual.
We see how game-theoretic analysis sharpens the ideas from social psy-

chology with which we started. The diffusion of responsibility theory takes us

part of the way-namely, to the conclusion that any one person is less likely to

act when he is part of a larger group. But the desired conclusion-that larger

groups are less likely to provide help at all-needs further and more plecise

probability calculation based on the analysis of individual mixing and the re-

sulting interactive (game) equilibrium.
And now we ask, did Kitty Genovese die in vain? Do the theories of pluralis-

tic ignorance, diffusion of responsibility, and free-riding games still play out in

the decreased likelihood of individual action within increasingly large cities?

Perhaps not. John Tierney of the New York Times has publicly extolled the

virtues of "urban cranks."25 They are people who encourage the civility of

the group through prompt punishment of those who exhibit unacceptable

behavior-including litterers, noise polluters, and the generally obnoxious

boors of society. Such people act essentially as enforcers of a cooperative norm

for society. And, as Tierney surveys the actions of known "cranks," he reminds

the rest of us that "[n]ew cranks must be mobilizedlAt this very instant, people

are wasting time reading while norms are being flouted out on the street. . . .

You don't live alone in this world! Have you enforced a norm today?" In other

wotds, we need social norms and some people who get some innate payoff from

enforcing these norms.

.i$r+:,ffi 5 U M M A RY t$.f*ffi$#*ffi$tffifluf#$s-g##i.1ilffi.${r

Many-person games generally concern problems of collectiue action. The gen-

eral structure of collective-action games may be manifested as a prisoners'

dilemma, chicken, or an assurance game. The critical difficulty with such

games, in any form, is that the Nash equilibrium arising from individually ratio-

nal choices may not be the socially optimal outcome-the outcome that maxi-

mizes the sum of the payoffs of all the players.

Problems of collective action have been recognized for many centuries and

discussed by scholars from diverse fields. Several early works professed no

2t;ohn Tierney, "The Boor War: Urban Cranks, Unite-Against All Uncivil Behavior. Eggs Are a

Last Resort, " New York Times Magazine, January 5, 1997 .
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hope for the situation, while others offered up dramatic solutions; the work of
Olson in the 1960s put the problems in perspective by noting that socially opti-
mal outcomes would not arise unless each person had a private incentive to
perform his assigned task. The most recent treatments of the subject acknowl-
edge that collective-action problems arise in diverse areas and that there is no
single optimal solution.

Social scientiflc analysis suggests that social custom, or conuention, canlead
to cooperative behavior. Other possibilities for solutions come from the use of
sanctions for the uncooperative or from the creation of norms of acceptable be-
havior. Much of the literature agrees that small groups are more successful at
solving collective-action problems than large ones.

In collective-action games, when a person's action has some effect on the
payoffs of all the other players, we say that there are spillouers, or externalities.
They can be positive or negative and lead to individually driven outcomes that
are not socially optimal; when actions create negative spillovers, they are
overused from the perspective of society and, when actions create positive
spillovers, they are underused. Mechanisms that induce individual members to
incur the cost (or reap the benefit) of their actions can be used to achieve the so-
cial optimum. The additional possibility of positiue feedback exists when there
are positive spillovers; in such a case, there may be multiple Nash equilibria of
the game.

In large-group games, difusion of responsibility can lead to behavior in
which individual persons wait for others to take action and free-ride off the ben-
efits of that action. If help is needed, it is less likely to be given at all as the size of
the group available to provide it grows.

l$ij$$fi,trli;iii KEY TERMS illiiiililii,iii:r,r'

coercion (399)

collective action (382)

convention (395)

custom (395)

diffusion of responsibility (4f 5)
external effect (404)

externality (404)

free rider (384)

internalize the externality (410)
locked in (413)

marginal private gain (404)

marginal social gain (404)

nonexcludable benefits (383)

nonrival benefits (383)

norm (397)

oppression (399)

pluralistic ignorance (4 I 5)
positive feedback (41 l)
pure public good (383)

sanction (397)

spillover effect (404)
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EXERCISES

l. Suppose that 400 people are choosing between Action X and Action Y.
The relative payoffs of the two actions depend on how many of the 400
people choose Action X and how many choose Action Y. The payoffs are
as shown in the following diagram, but the vertical axis is not labeled, and
so you do not know whether the lines show the benefits or the costs of the
two actions.

(a) You are told that the outcome in which 200 people choose Action X is an
unstable equilibrium. Then, if 100 people are currently choosing Action
X, would you expect the number of people choosing X to increase or de-
crease over time? Why?

(b) For the graph to be consistent with the behavior that you described in
part a, should the lines be labeled as indicating the cosfs or benefits of
Action X and Action Y? Explain your answer.

Figure 12.5 illustrates the payoffs in a general two-person collective action
game. There we showed various inequalities on the algebraic payoffs [p(1),
etc.l that made the game a prisoners' dilemma. Now you are asked to flnd
similar inequalities corresponding to other kinds of games:
(a) Under what condition(s) on the payoffs is the two-person game a

chicken game? \.Mhat further condition(s) make the game Version I of
Chicken (as in Figure 12.3)?

2

Number using Action X
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(b) Under what condition(s) on the payoffs is the two-person game an as-
surance game?

3. A class with 30 students enrolled is given a homework assignment with five
questions. The flrst four are the usual kinds of problems. But the fifth is an
interactive game for the class. The question reads: "You can choose whether
to answer this question. If you choose to do so, you merely write 'I hereby
answer Question 5.' If you choose not to answer Question 5, your score for
the assignment will be based on your performance on the first four prob-
lems. If you choose to answer Question 5, then your scoring will be as fol-
lows. If fewer than half of the students in the class answer Question 5, you
get 10 points for Question 5; 10 points will be added to your score on the
other four questions to get your total score for the assignment. If half or
more than half of the students in the class answer Question 5, you get - l0
points; that is, 10 points will be subtracted from your score on the other
questions."
(a) Draw a diagram illustrating the payoffs from the two possible strategies,

"Answer Question 5" and "Don't Answer Question 5," in relation to the
number of other students who answer it. Find the Nash equilibrium of
the game.

(b) \tVhat would you expect to see happen in this game if it were actually
played in a college classroom and why? Consider two cases: (i) the
students make their choices individually with no communication and
(ii) the students make their choices individually but can discuss these
choices ahead of time in a discussion forum available on the class
website.

4. A group has 100 members. If n of them participate in a common project,
then each participant derives the benefit p(n) : n, and each of the (100 - ,z)
shirkers derives the benefit s(n) : 4 + 3n.
(a) \t\4rat kind of a game is it?
(b) Write the expression for the total benefit of the group.
(c) Show that n: 74 yields the maximum total benefit for the group.
(d) \A/hat difficulties will arise in trying to get exactly 74 participants and al-

lowing the remaining 26 to shirk?
(e) How might the group try to overcome these difficulties?

5. Consider a small geographic region with a total population of 1 million peo-
ple. There are two towns, Alphaville and Betaville, in which each person can
choose to live. For each person, the benefit from living in a town increases
for a while with the size of the town (because larger towns have more
amenities, etc.), but after a point it decreases (because of congestion and so
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on). If x is the fraction of the population that lives in the same town as you

do, your payoff is given by

x i f  0<x<0.4

0.6 -  0.5x i f  O.4 < x= l .

Draw a graph of this relation. Regard x as a continuous variable that can

take any real value between 0 and 1.

Equilibrium is reached either when both towns are populated and their

residents have equal payoffs or when one town, say Betaville, is totally

depopulated and the residents of the other town (Alphaville) get a

higher payoff than would the very first person who seeks to populate

Betaville. Use your graph to flnd all such equilibria.

Now consider a dynamic process of adjustment whereby people gradu-

ally move toward the town whose residents currently enjoy a larger pay-

off than do the residents of the other tornm. \.Vhich of the equilibria

identified in part b will be stable with these dynamics and which ones

will be unstable?

6. There are two routes for driving from A to B. One is a freeway, and the other

consists of local roads. The benefit of using the freeway is constant and

equal to 1.8, irrespective of the number of people using it. Local roads get

congested when too many people use this alternative, but, if too few people

use it, the few isolated drivers run the risk of becoming victims of crimes.

suppose that, when a fraction x of the population is using the local roads,

the benefit of this mode to each driver is given by

1+9x-10x2.

(a) Draw a graph showing the benefits of the two driving routes as func-

tions of x, regarding J as a continuous variable that can range from

0 to 1.
(b) Identify all possible equilibrium traffic patterns from your graph in

part a. \Alhich equilibria are stable and which ones are unstable, and

why?
(c) \.{/hat value of x maximizes the total benefit to the whole population?

7. Suppose an amusement park is being built in a city with a population of

100. Voluntary contributions are being solicited to cover the cost. Each citi-

zen is being asked to give $100. The more people contribute, the larger the

park will be and the greater the benefit to each citizen. But it is not possible

to keep out the noncontributors; they get their share of this benefit an),lvay.

Suppose that when there are n contributors in the population, where n can

(a)

(b)

(c)

http://freepdf-books.com



I
I

i

=-

EXERCISES 423

be any whole number between 0 and 100, the beneflt to each citizen in
monetary unit equivalents is n2 dollars.
(a) Suppose that initially no one is contributing. You are the mayor of the

city. You would like everyone to contribute and can use persuasion on
some people. \,Vhat is the minimum number whom you need to per-
suade before everyone else will join in voluntarily?

(b) p'ina the Nash equilibria of the game where each citizen is deciding
whether to contribute.

8. suppose a class of 100 students is comparing the choice between two ca-
reers-lawyer or engineer. An engineer gets a take-home pay of $100,000
per year, irrespective of the numbers who choose this career. Lawyers
make work for one another; so, as the total number of lawyers increases,
the income of each lawyer increases-up to a point. ultimately, the com-
petition between them drives down the income of each. specifically, if
there are Nlawyers, each will get l00N - M thousand dollars a year. The
annual cost of running a legal practice (office space, secretary, paralegals,
access to online reference services, and so forth) is $800,000. So each
lawyer takes home 100N - M - goo thousand dollars a year when there
are l'/of them.
(a) Draw a graph showing the take-home income of each lar,tyer on the

vertical axis and the number of lawrzers on the horizontal axis. (plot a
few points-say, for 0, 10, 20,. . . , 90, 100 lawyers-and fit a curve to
the points or use a computer graphics program if you have access to
one.)

(b) \Alhen career choices are made in an uncoordinated wav, what are the
possible equilibrium outcomes?

(c) Now suppose the whole class decides how many should become
lawyers, aiming to maximize the total take-home income of the whole
class. \Mhat will be the number of lawyers? (Use calculus, regarding l,i as
a continuous variable, if you can. Otherwise you can use graphical
methods or a spreadsheet.)

9. Put the idea of Keynesian unemployment described at the end of Section
5.C into a properly specified game, and show the multiple equilibria in a
diagram. Show the level of production (national product) on the vertical
axis as a function of a measure of the level of demand (national income)
on the horizontal axis. Equilibrium is reached when national product
equals national income-that is, when the function relating the two cuts
the 45' line. For what shapes of the function can there be multiple equilib-
ria, and why might you expect such shapes in reality? Suppose that in-
come increases when current production exceeds current income and that
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income decreases when current production is less than current income.

With this dlmamic process, which equilibria are stable and which ones un-

stable?

10. Write a brief description of a strategic game that you have witnessed or par-

ticipated in that includes a large number of players, in which individual

players' payoffs depend on the number of other players and their actions.

Try to illustrate your game with a graph if possible. Discuss the outcome of

the actual game in light of the fact that many such games have inefficient

outcomes. Do you see evidence of such an outcome in your game?
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Evolutionary Games

E HAVE so FAR sruDrED GAMES with many different features-
simultaneous and sequential moves, zero-sum and non-zero-sum pay-
offs, strategic moves to manipulate rules of games to come, one-shot
and repeated play, and even games of collective action in which a large

number of people play simultaneously. However, one ground rule has remained
unchanged in all of the discussions-namely, that all the players in all these
games are rational: each player has an internally consistent value system, can
calculate the consequences of her strategic choices, and makes the choice that
best favors her interests.

In using this rule, we merely follow the route taken by most of game theory,
which was developed mainly by economists. Economics was founded on the
dual assumptions of rational behavior and equilibrium. Indeed, these assump-
tions have proved useful in game theory. We have obtained quite a good under-
standing of games in which the players participate sufficiently regularly to have
learned what their best choices are by experience. The assumptions ensure that
a player does not attribute any false naivet6 to her rivals and thus does not get
exploited b), these rivals. The theory also gives some prescriptive guidance to
players as to how th ey should play.

However, other social scientists are much more skeptical of the rationality
assumption and therefore of a theory built on such a foundation. Economists,
too, should not take rationality for granted, as pointed out in Chapter 5. The
trouble is finding a feasible alternative. Although we may not wish to impose
conscious and perfectly calculating rationality on players, we do not want to
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abandon the idea that some strategies are better than others. We want good
strategies to be rewarded with higher payoffs; we want players to observe or
imitate success and to experiment with new strategies; we want good strategies
to be used more often and bad strategies less often, as players gain experience
playing the game. We find one possible alternative to rationality in the biologi-
cal theory of evolution and evolutionary dynamics and will study its lessons in
this chapter.

The process of evolution in biology offers a particularly attractive parallel to
the theory of games used by social scientists. This theory rests on three fun-
damentals: heterogeneity, fitness, and selection. The starting point is that a
significant part of animal behavior is genetically determined; a complex of
one or more genes (genotype) governs a particular pattern of behavior,
called a behavioral phenotype. Natural diversity of the gene pool ensures a
heterogeneity of phenotypes in the population. Some behaviors are better
suited than others to the prevailing conditions, and the success of a pheno-
type is given a quantitative measure called its fitness. People are used to
thinking of this success as meaning the common but misleading phrase "sur-
vival of the fittest"; however, the ultimate test of biological fitness is not mere
survival, but reproductive success. That is what enables an animal to pass on
its genes to the next generation and perpetuate its phenotype. The fitter phe-
notypes then become relatively more numerous in the next generation than
the less fit phenotypes. This process of selection is the dynamic that changes
the mix of genotypes and phenotypes and perhaps leads eventually to a sta-
ble state.

From time to time, chance produces new genetic mutations. Many of these
mutations produce behaviors (that is, phenotypes) that are ill suited to the envi-
ronment, and they die out. But occasionally a mutation leads to a new phenotype
that is fitter. Then such a mutant gene can successfullyinvade a population-that
is, spread to become a significant proportion of the population.

At any time, a population may contain some or all of its biologically con-
ceivable phenotypes. Those that are fltter than others will increase in propor-
tion, some unfit phenotypes may die out, and other phenot5,pes not currently in
the population may try to invade it. Biologists call a configuration of a popula-
tion and its current phenotypes evolutionary stable if the population cannot be
invaded successfully by any mutant. This is a static test, but often a more dy-
namic criterion is applied: a configuration is evolutionary stable if it is the limit-
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-ng outcome of the dynamics of selection, starting from any arbitrary mixture of
:henotypes in the population.l

The fltness of a phenotype depends on the relationship of the individual or-
ganism to its environment; for example, the fltness of a particular bird depends on
'J-re aerodlmamic characteristics of its wings. It also depends on the whole complex
r:f the proportions of different phenotypes that exist in the environment-how
aerodlmamic its wings are relative to the rest of its species. Thus the fitness of a
particular animal, with its behavioral traits, such as aggression and sociability, de-
pends on whether other members of its species are predominantly aggressive or
passive, crowded or dispersed, and so on. For our purpose , this interaction be-
n\-een phenotypes within a species is the most interesting aspect of the story.
Sometimes an individuai member of a species interacts with members of another
species; then the fitness of a particular type of sheep, for example, may depend on
the traits that prevail in the local population of wolves. We consider this type of in-
teraction as well, but only after we have covered the within-species case.

The biological process of evolution flnds a ready parallel in game theory.
The behavior of a phenot],?e can !e thought of as a strategy of the animal in its
interaction with others-for example, whether to flght or to retreat. The differ-
ence is that the choice of strategy is not a purposive calculation as it would be in
standard game theory; rather, it is a genetically predetermined fixture of the
phenotype. The interactions lead Io payoffi to the phenot5,pes. In biology, the
payoffs measure the evolutionary or reproductive fltness; when we apply
the ideas outside of biology, they can have other connotations of success in the
social, political, or economic games in question.

The payoffs or fitness numbers can be shown in a payoff table just like that
for a standard game, with all conceivable phenotypes of one animal arrayed
along the rows of the matrix and those of the other along the columns of the
matrix. If more animals interact simultaneously-which is called playing the
field in biology-the payoffs can be shown by functions like those for coliective-
action games in Chapter 12. We will consider pair-by-pair matches for most of
this chapter and will look at the other case briefly in Section 9,

Because the population is a mix of phenotypes, different pairs selected from
it will bring to their interactions different combinations of strategies. The actual
quantitative measure of the fitness of a phenotype is the average payoff that it
gets in all its interactions with others in the popufation. Those animals with
higher fitness will have greater evolutionary success. The eventual outcome of

rThe dynamics of phenotypes is driven by an underlying dynamics of genotypes but, at least
at the elementary 1evel, evolutionary biology focuses its analysis at the phenotype level and conceals
the genetic aspects of evolution. We will do likewise in our exposition of evolutionary games. Some
theories at the genoqpes level can be found in the materials cited in footnote 2.
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the population dynamics will be an evolutionary stable conflguration of the

population.
Biologists have used this approach very successfully. Combinations of ag-

gressive and cooperative behavior, locations of nesting sites, and many more

phenomena that elude more conventional explanations can be understood as

the stable outcomes of an evolutionary process of selection of fitter strategies.

Interestingly, biologists developed the idea of evolutionary games by using the

preexisting body of game theory, drawing from its language but modifying the

assumption of conscious maximizing to suit their needs. Now game theorists

are in turn using insights from the research on biological evolutionary games to

enrich their ornm subject.2
Indeed, the theory of evolutionary games seems a ready-made framework

for a new approach to game theory, relaxing the assumption of rational behav-

ior.3 According to this view of games, individual players have no freedom to

choose their strategy at all. Some are "born" to play one stfategy, others an-

other. The idea of inheritance of strategies can be interpreted more broadly in

applications of the theory other than in biology. In human interactions, a strat-

egy may be embedded in a player's mind for a variety of reasons-not only ge-

netics but also (and probably more importantly) socialization, cultural

background, education, or a rule of thumb based on past experience. The popu-

lation can consist of a mixture of different people with different backgrounds or

experiences that embed difTerent stra{egies into them. Thus some politicians

may be motivated to adhere to certain moral or ethical codes even at the cost of

electoral success, while others are mainly concerned with their own reelection;

similarly, some firms may pursue profit alone, while others are motivated by so-

cial or ecological objectives. We can call each logically conceivable strategy that

can be embedded in this way a phenotype for the population of players in the

context being studied.

2Robert Pool, "Putting Game Theory to the Test," Science, vol.267, (March 17, 1995), pp'

1591 1593, is a good article for general readers and has many examples from biology' Iohn Malelard

Smith deals with such games in biology in his Euolutionary Genetics (Oxford: Oxford University

Press,1989),chap.T,andEuolut ionanc]theTheoryofGames(Cambridge:CambridgeUniversi ty
Press, l9B2); the former also gives much background on evolution. Recommended for advanced

readers are peter Hammerstein and Reinhar<l Selten, "Game Theory and Evolutionary Biology," in

Harulboak of Game Theory, vol.2, erl. R. J. Aumann and S. Hart (Amsterdam: North Holland, 1994)'

pp. 929-993, and Jorgen welbull, Euolutionary Game Theory (cambridge: MIT Press, 1995).
3lndeed, applications of the evolutionary perspective need not stop with game theory. The fol-

lowing joke offers an ,'evolutionary theory of gravitation" as an alternative to Newton's or Einstein's

physical theories:

Question:\${hy does an apple fall from the tree to earth?

Answer: Originally, apples that came loose frorn trees went in all directions. But only those that

were genetically predisposed to iall to the earth could reproduce'
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From a population with its heterogeneity of embedded strategies, pairs of phe-

-:Inpes are repeatedly randomly selected to interact (play the game) with others
. - the same or different "species." In each interaction, the payoffof each player de-
:ends on the strategies of both; this dependence is governed by the usual "rules of
-1e game" and illustrated in the game table or tree. The fitness of a particular strat-
:sl is defined as its aggregate or average payoffin its pairings with all the strategies
-: the population. Some strategies have a higher level of fltness than others; in the
:]er1 generation-that is, the next round of play-these higher-fitness strategies
'*',-ill be used by more players and will proliferate. Strategies with lor,t'er fitness nrill
"5e used by fewer players and will decay or die out. Occasionally, someone may ex-
periment or adopt a previously unused strategy from the collection of those that
are logically conceivable. This corresponds to the emergence of a mutant. If the
nerv strategy is fitter than the ones currently being used, it will start to be used by
larger proportions of the population. The central question is whether this process
of selective proliferation, decay, and mutation of certain strategies in the popula-
don will have an evolutionary stable outcome and, if so, what it will be. In regard to
the examples just cited, will society end up with a situation in which all politicians
are concerned with reelection and all firms with profit? In this chapter, we derrelop
dre framework and methods for answering such questions.

Although we use the biological analogy, the reason that the fltter strategies
proliferate and the less fit ones die out in socioeconomic games differs from the
strict genetic mechanism of biology: players who fared well in the last round ltill
transmit the information to their friends and colleagues playing the next round,
those who fared poorly in the last round will observe which strategies suc-
ceeded better and will try to imitate them, and some purposive thinking and re-
vision of previous rules of thumb will take place between successive rounds.
Such "social" and "educational" mechanisms of transmission are far more im-
portant in most strategic games than any biological genetics; indeed, this is hon,
the reelection orientation of legislators and the profit-maximization motive of
firms are reinforced. Finally, conscious experimentation with nerv strategies
substitutes for the accidental mutation in biological games.

Evolutionary stable configurations of biological games can be of two kinds.
First, a single phenoq.pe may prove fitter than any others, and the population
may come to consist of it alone. Such an evolutionary stable outcome is called
monomorphism-that is, a single (mono) form (morph). In that case, the
unique prevailing strategy is called an evolutionary stable strategy (ESS). The
other possibility is that two or more phenotypes may be equally fit (and fltter
than some others not played); so they may be able to coexist in certain propor-
tions. Then the population is said to exhibit pol5rmorphism-that is, a multi-
plicity (poly) of forms (morph). Such a state will be stable if no new phenotlpe
or feasible mutant can achieve a higher fitness against such a population than
the fitness of the types that are already present in the polymorphic population.
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Polgnorphism comes close to the game-theoretic notion of a mixed strat-
egy. However, there is an important difference. To get polymorphism, no indi-
vidual player need follow a mixed strategy. Each can follow a pure strategy, but
the population exhibits a mixture because different individual players pursue
different p ure straregies.

The whole setup-the population, its conceivable collection of phenotlpes,
the payoff matrix in the interactions of the phenotypes, and the rule for the evo-
lution of population proportions of the phenoq,pes in relation to their fitness-
constitutes an evolutionary game. An evolutionary stable conflguration of the
population can be called an equilibrium of the evolutionary game.

In this chapter, we develop some of these ideas, as usual through a series of
illustrative examples. We begin with symmetric games, in which the two players
are on similar footing-for example, two members of the same species compet-
ing with each other for food or mates; in a social science interpretation, they
could be two elected officials competing for the right to continue in public of-
fice. In the payoff table for the game, each can be designated as the row player
or the column olaver with no difference in outcome.

rijiii,tiliitrti l
ill::ri:,il iri' :'i

liii

Suppose a population is made up of two phenotypes. One tlpe consists of play-
ers who are natural-born cooperators; they always work toward the outcome
that is jointly best for all players. The other type consists of the defectors; they
work only for themselves. As an example, we use the restaurant pricing game
described in Chapter 5 and presented in a simplified version in Chapter 11.
Here, we use the simpler version in which only two pricing choices are avail-
able, the jointly best price of $26 or the Nash equilibrium price of $20. A coop-
erator restaurateur would always choose $26, while a defector would always
choose $20. The payoffs (profits) of each type in a single play of this discrete
dilemma are shown in Figure 13.1, reproduced from Figure 11.2. Here we call
the players simply Row and Column because each can be any individual

COLUMN

20 (Defect) 26 (Cooperate)

ROW
20 (Defect) 288,288 360,z to

26 (Cooperate) 216,360 324,324

FIGURE 1 3.1 Prisoners' Dilemma of Pricing (S 1 00s per Month)
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restaurateur in the population who is chosen at random to compete against
another random rival.

Remember that, under the evolutionary scenario, no one has the choice be-
tween defecting and cooperating; each is "born" with one trait or the other pre-
determined. lVhich is the more successful (fitter) trait in the population?

A defecting-type restaurateur gets a payoff of 2BB ($28,800 a month) if
matched against another defecting tlpe and a payoff of 360 ($36,000 a month) if
matched against a cooperating type. A cooperating type gets 216 ($21,600 a
month) if matched against a defecting type and 324 ($32,400 a month) if matched
against another cooperating q,pe. No matter what the tlpe of the matched rival,
the defecting tlpe does better than the cooperating type.4 Therefore the defecting
type has a better expected payoff (and is thus fitter) than does the cooperating
type, irrespective of the proportions of the two types in the population.

A little more formally, Iet x be the proportion of cooperators in the popula-
tion. Consider any one particular cooperator. In a random draw, the probability
that she will meet another cooperator (and get 324) is x and that she will meet a
defector (and get 216) is (1 - x). Therefore a tlpical cooperator's expected pay-
off is 324x + 216(L - x). For a defector, the probability of meeting a cooperator
(and getting 360) is x and that of meeting another defector (and getting 2BB) is
(1 - x). Therefore a typical defector's expected profit is 360n + 288(1 - r). Now
it is immediately apparent that

360x + 2BB(1 - x) > 324x + 216(I - x) for all xbetween 0 and 1.

Therefore a defector has a higher expected payoff and is fitter than a cooperator.
This will lead to an increase in the proportion of defectors (a decrease in x) from
one "generation" of players to the next, until the whole population consists of
defectors.

\Mhat if the population initially consists of all defectors? Then in this case no
mutant (experimental) cooperator will survive and multiply to take over the
population; in other words, the defector population cannot be invaded success-
fully by mutant cooperators. Even for a very small value of x-that is, when the
proportion of cooperators in the population is very small-the cooperators re-
main less flt than the prevailing defectors and their population proportion will
not increase but will be driven to zero; the mutant strain will die out.

Our analysis shows both that defectors have higher fitness than cooperators
and that an all-defector population cannot be invaded by mutant cooperators.
Thus the evolutionary stable configuration of the population is monomorphic,
consisting of the single strategy or phenotype Defect. We therefore call Defect
the evolutionary stable strategy for this population engaged in this dilemma

aln the rational behavior context of the preceding chapters, we would say that Defect is the

strictly dominant strategy.
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game. Note that Defect is a strictly dominant strategy in the rational behavior
analysis of this same game. This result is very general: if a game has a strictly
dominant strategy, that strategywill also be the ESS.

A. The Repeated Prisoners'Dilemma

We saw in Chapter ll how a repetition of the prisoners' dilemma permitted con-
sciously rational players to sustain cooperation for their mutual beneflt. Let us
see if a similar possibility exists in the evolutionary story. Suppose each chosen
pair of players plays the dilemma three times in succession. The overall payoff to
a player from such an interaction is the sum of what she gets in the three rounds.

Each individual player is still programmed to play just one strategy, but that
strategy has to be a complete plan of action. In a game with three moves, a strat-
egy can stipulate an action in the second or third play that depends on what hap-
pened in the first or second play. For example, "I will always cooperate no matter
what" and "I will always defect no matter what" are valid strategies. But, "I will
begin by cooperating and continue to cooperate as long as you cooperated on
the preceding pla!; and I will defect in all later plays if you defect in an early play"
is also a valid strategy; in fact, this last strategy is just tit-for-tat (TFT).

To keep the initial analysis simple, we suppose in this section that there are
just two types of strategies that can possibly exist in the population: always de-
fect (A) and tit-for-tat (T). Pairs are randomly selected from the population, and
each selected pair plays the game a specified number of times. The fitness of
each player is simply the sum of her payoffs from all the repetitions played
against her specific opponent. We examine what happens with two, three, and
more generally n such repetitions in each pair.

r. TWIcE-REIEATED prAy Figure 13.2 shows the payoff table for the game in which
two members of the restaurateur population meet and play against each other
exactly twice. If both players are A t1pes, both defect both times, and Figure 13.1
shows that then each gets 2BB each time, for a total of 576. If both are T t1pes,
defection never starts, and each gets 324 each time, for a total of 648. If one is an
A type and the other a T type, then on the first play the A type defects and the T
q,?e cooperates; so the former gets 360 and the latter 216. On the second play
both defect and get 288. So the A type's total payoff is 360 + 2BB : 648, and the
T tlpe's total is 216 + 2BB: 504.

In the twice-repeated dilemma, we see that A is only weakly dominant. It is
easy to see that if the population is all A, then T-tlpe mutants cannot invade, and
A is an ESS. But, if the population is all T, then A-type mutants cannot do any
better than the T types. Does this mean that T must be another ESS, just as it
would be a Nash equilibrium in the rational game theoretic analysis of this
game? The answer is no. If the population is initially all T and a few A mutants
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COLUMN

ROW
A 576,576 648, s04

I 504,648 648,648

FIGURE 13.2 Outcomes in the Twice-Repeated Prisoners' Dilemma (51OOs)

entered, then the mutants would meet the predominant T types most of the time
and would do as well as T does against another T. But occasionally an A mutant
would meet anotherA mutant, and in this match she does better than would a T
against an A. Thus the mutants have just slightly higher fitness than that of a
member of the predominant phenotype. This advantage leads to an increase, al-
beit a slow one, in the proportion of mutants in the population. Therefore an all-
T population canbe invaded successfully byA mutants; T is not an ESS.

Our reasoning relies on two tests for an ESS. First we see if the mutant does
better or worse than the predominant phenotype when each is matched against
the predominant type. If this primary cliterion gives a clear answer, that settles
the matter. But if the prim4ry criterion gives a tie, then we use a tie-breaking, or
secondary, criterion: does the mutant fare better or worse than a predominant
phenotype when each is matched against a mutant? Ties are exceptional and
most of the time we do not need the secondary criterion, but it is there in re-
serve for situations such as the one illustrated in Figure 13.2.5

ll. THREEF0ID REPETITIoN Now suppose each matched pair from the (A,T) popula-
tion plays the game three times. Figure 13.3 shows the fitness outcomes,
summed over the three meetings, for each type of player when matched against
rivals of each type.

COLUMN

ROW
A 864,864 936,792

T
I 792,936 972,972

FIGURE 13.3 Outcomes in theThrice-Repeated Prisoners' Di lemma (S100s)

sThis game is just one example of a twice-repeated dilemma. With other payoffs in the basic
game, twofold repetition may not have ties. That is so in the husband-wife jail story of Chapter 4;
see Exercise 13.5
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To see how these fltness numbers arise, consider a couple of examples.
vVhen two T players meet each other, both cooperate the flrst time, and there-
fore both cooperate the second time and the third time as well; both get 324
each time, for a total of g72 each over 3 months. \,\4ren a T player meets an A
player, the latter does well the first time (360 for the A type versus 216 for the T
player), but then the T player also defects the second and thircl times, and each
gets 2BB in both of those plays (for totals of 936 for A and 792 for T) .

The relative fitnesses of the two types depend on the composition of the pop-
ulation. If the population is almost whollyA type, then A is fltter than T (because A
types meeting mostly otherA types earn 864 most of the time, while T types most
often get 792) . But, if the population is almost wholly T type, then T is fitter than A
(because T types earn972 when they meet mostly other Ts, but A ffies earn 936
in such a situation). Each type is fitter when it already predominates in the popu-
lation. Therefore T cannot invade successfully when the population is all A, and
vice versa. Now there are two possible evolutionary stable configurations of the
population; in one configuration, A is the ESS and, in the other, T is the ESS.

Next consider the evolutionary dynamics when the initial population is
made up of a mixture of the two types. Howwill the composition of the popula-
tion evolve over time? Suppose a fraction x of the population is T type and the
rest, (1 - r), is A type.6 An individual A player, pitted against various opponents
chosen from such a population, gets 936 when confronting a T player, which
happens a fraction x of the times, and 864 against another A player, which hap-
pens a fraction (1 - x) of the times. This gives an average expected payoff of

936"r+ 864(1 - x) - 864 t 72x

for each A player. similarly, an individual T player gets an average expected pay-
off of

972x + 792(l - x) : 792 + 180,r.

Then a T player is fitter than an A player if the former earns more on average;
that is, if

792 + IB0x> 864 + 72x
l09x > 72

x > 213.

bliterally, the fraction of any particular type in the population is finite and can only take on val-
ues such as 1/1,000,000, 2/1,000,000, and so on. Bur, if the population is sufficiently large and we
show all such values by points on a straight line, as in Figure 13.3, then these points are very tightl-v
packed together, and we can regard them as forming a continuous iine. This amounts to letting the
fractions take on any real vaiue between 0 and 1. We can then talk of the population proportion of a
certain behavioral type. By the same reasoning, if one individual member goes to jail and is re-
moved from the population, her removal does not change the population's proportions of the vari-
ous phenotypes.
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In other words, if more than two-thirds (67%) of the population is already T
type, then T players are fltter and their proportion will grow until it reaches
100%. If the population starts with less than 67To T , then A players will be fitter,
and the proportion of T players will go on declining until there are 0To of them,
or 100% of the A players. The evolutionary dynamics move the population to-
ward one of the two extremes, both of which are possible ESS. The dynamics
ieads to the same conclusion as the static test of mutants' invasion. This is a
common, although not universal, feature of evolutionary games.

Thus we have identifled two evolutionary stable configurations of the popu-
lation. In each one the population is all of one type (monomorphic). For exam-
ple, if the population is initially l00To T, then even after a small number of
mutant A tlpes arise, the population mix will stil l be more than 66.66 . . . %T;T
will remain the fitter type, and the mutant A strain will die out. Similarly, if the
population is initially 100% A, then a small number of T-type mutants will leave
the population mix with less than 66.66 . . . % T; so the A tlpes will be fltter and
the mutant T strain will die out. And, as we saw earlier, experimenting mutants
of type N can never succeed in a population of A and T types that is either
largely T or largelyA.

\Mhat if the initial population has exactly 66.66 . . . To T players (and 33.33 . . . %
A players)? Then the two types are equally fit. We could call this polymorphism.
But it is not really a suitable candidate for an evolutionary stable configuration.
The population can sustain this delicately balanced outcome only until a mu-
tant of either tlpe surfaces. By chance, such a mutant must arise sooner or
later. The mutant's arrival will tip the fltness calculation in favor of the mutant
fype, and the advantage will accumulate until the ESS with 100% of that type is
reached. This is just an application of the secondary criterion for evolutionary
stability. We will sometimes loosely speak of such a configuration as an unsta-
ble equilibrium, so as to maintain the parallel with ordinary game theorywhere
mutations are not a consideration and a delicately balanced equilibrium can
persist. But in the strict logic of the biological process, it is not an equilibrium
at all.

This reasoning can be shor,rm in a simple graph that closely resembles the
graphs that we drew when calculating the equilibrium proportions in a mixed-
strategy equilibrium with consciously rational players. The only difference is
that, in the evolutionary context, the proportion in which the separate strate-
gies are played is not a matter of choice by any individual player but a property
of the whole population, as shown in Figure 13.4. Along the horizontal axis, we
measure the proportion x of T players in the population from 0 to l. We mea-
sure fitness along the vertical axis. Each line shows the fitness of one type. The
line for the T type starts lower (at 792 compared with 864 for the A-type line)
and ends higher (972 against 936). The two lines cross when x: 0.66. . . . To the
right of this point, the T type is fitter; so its population proportion increases
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Fitness 972

936

ii,H'JllHll,,.,,""
FIGURE 13.4 Fitness Graphs and Equil ibr ia for the Thrice-Repeated Prisoners' Di lemma

over time and x increa.ses toward 1. Similarly, to the left of this point, the A tlpe

is fitter; so its population proportion increases over time and x decreases to-

ward 0. Such diagrams often prove useful as visual aids, and we will use them

extensively.T

B. Multiple Repetitions

V\rhat if each pair plays some unspecified number of repetitions of the game? Let

us focus on a population consisting of onlyA and T types in which interactions

between random pairs occur n times (where n > 2). The table of the total out-

comes from playing n repetitions is shown in Figure 13.5. \.A/hen two A tlpes

meet, they always defect and earn 2BB every time; so each gets 2BBn in n plays.

\.Mhen two T tlpes meet, they begin by cooperating, and no one is the first to de-

fect; so they earn 324 every time, for a total of 324n. When an A type meets a T

t]4)e, on the first play the T type cooperates and the A type defects, and so the A

t],?e gets 360 and the T type gets 216; thereafter the T type retaliates against the

preceding defection of the A tlpe for all remaining plays, and each gets 2BB in

all of the remaining (n - l) plays. Thus the A type earns a total of 360 + 288
(n - l) : 2BBn + 72 innplays against a T t1pe, whereas the T tlpe gets 216 *

2BB(n - I) : 28Bn - 72 in n plays against an A tlpe.

TYou should now draw a similar graph for the twice-repeated case. You will see that the A line is

above the T line for all values of .r below t, but the two meet on the right-hand edge of the figure

lvhere x : 1.

i
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COLUMN

A iF

ROW
A 2BBn,288n 2BBn+72,288n-72

T 288n-72,288n+72 324n,324n

FIGURE 13.5 Outcomes in the n-fold-Reoeated Dilemma

If the proportion of T tlpes in the population is x, then a typical A t],?e gets
x(2BBn + 72) + (l - x)2BBn on average, and a typical T tlpe gets x(324n) +
(I - x)(288n - 72) on average. Therefore the T t5,pe is fitter if

x(324n) + (1 - x)(2BBn - 72) > x(2BBn + 72) + (I - x)2BBn
36xn> 72

_- 72 _n'36n-

Once again we have two monomorphic ESSs, one all T (or x : I, to which the
process converges starting from any x > 2ln) and the other all A (or x : 0, to
which the process converges starting from any x < 2ln). As in Figure 13.4, there
is also an unstable polymorphic equilibrium at the balancing point r : 2ln.

Notice that the proportion of T at the balancing point depends on n; it is
smaller when n is larger. !\4ren n : 10, it is 2 / 10, or 0.2. So, if the population ini-
tially is 20To T players, in a situation where each pair plays 10 repetitions, the
proportion of T types will grow until they reach 100%. Recall that, when pairs
played three repetitions (n - 3), the T players needed an initial strength of 67%
or more to achieve this outcome and only two repetitions meant that T types
needed to be 100% of the population to survive. (We see the reason for this out-
come in our expression for the critical value for ;r, which shows that, when n :

2, .x must be above I before the T types are fltter.) Remember, too, that a popu-
lation consisting of all T players achieves cooperation. Thus cooperation
emerges from a larger range of the initial conditions when the game is repeated
more times. In this sense, with more repetition, cooperation becomes more
likely. V\4rat we are seeing is the result of the fact that the value of establishing
cooperation increases as the length of the interaction increases.

C. (omparing the Evolutionary and Rational-Player Models

Finally, let us return to the thrice-repeated game illustrated in Figure 13.3 and,
instead of using the evolutionary model, consider it played by two consciously
rational players. \A4rat are the Nash equilibria? There are two in pure strategies,
one in which both play A and the other in which both play T. There is also an

2
n'
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equilibrium in mixed strategies, in which T is played 67To of the time and A33To

of the time. The first two are just the monomorphic ESSs that we found, and the

third is the unstable polymorphic evolutionary equilibrium. In other words,

there is a close relation between evolutionary and consciously rational perspec-

tives on games.
That is not a coincidence. An ESS must be a Nash equilibrium of the game

played by consciously rational players with the same payoff structure. To see

this, suppose the contrary for the moment. If all players using some strategy,

call it S, is not a Nash equilibrium, then some other strategy, call it R, must yield

a higher payoff for one player when played against S. A mutant playng R will

achieve greater fitness in a population playing S and so will invade successfully.

Thus S cannot be an ESS. In other words, if all players using S is not a Nash equi-

librium, then S cannot be an ESS. This is the same as saying that, if S is an ESS, it

must be a Nash equilibrium for all players to use S.

Thus the evolutionary approach provides a backdoor justification for the ra-

tional approach. Even when players are not consciously maximizing, if the more

successful strategies get played more often and the less successful ones die out

and if the process converges eventually to a stable strategy, then the outcome

must be the same as that resulting from consciously rational play.

Although an ESS must be a Nash equilibrium of the corresponding rational-

play game, the converse is not true. We have seen two examples of this. In the

twice-repeated dilemma game of Figure 13.2 played rationally, T would be a

Nash equilibrium in the weak sense that, if both players choose T, neither has

any positive gain from switching to A. But in the evolutionary approach A can

arise as a mutation and can successfully invade the T population. And in the

thrice-repeated dilemma game of Figures 13.3 and 13.4, rational play would

produce a mixed-strategy equilibrium. But the biological counterpart to this

mixed-strategy equilibrium, the polymorphic state, can be successfully invaded

by mutants and is therefore not a true evolutionary stable equilibrium. Thus the

biological concept of stability can help us select from a multiplicity of Nash

equilibria of a rationally played game.
There is one limitation of our analysis of the repeated game. At the outset,

we allowed just two strategies: A and T. Nothing else was supposed to exist or

arise as a mutation. In biology, the kinds of mutations that arise are determined

by genetic considerations. In social or economic or political games, the genesis

of new strategies is presumably governed by history, culture, and experience of

the players; the ability of people to assimilate and process information and to

experiment with different strategies must also play a role. However, the restric-

tions that we place on the set of strategies that can possibly exist in a particular

game have important implications for which of these strategies (if any) can be

evolutionary stable. In the thrice-repeated prisoners' dilemma example, if we

had allowed for a strategy S that cooperated on the flrst play and defected on
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the second and third, then S-type mutants could have successfully invaded an
all-T population; so T would not have been an ESS. We develop this possibility
further in Exercise 6, at the end of this chapter.

Remember our 1950s youths racing their cars toward each other and seeing who
will be the flrst to swerve to avoid a collision? Now we suppose the players have
no choice in the matter: each is genetically hardwired to be either a Wimp (al-

ways swerve) or a Macho (always go straight). The population consists of a mix-
ture of the two t)?es. Pairs are picked at random every week to play the game.
Figure 13.6 shows the payoff table for any tvvo such players-say, A and B. (The

numbers replicate those we used before in Figures 4.14 and 8.5.)
How will the two types fare? The answer depends on the initial population

proportions. If the population is almost all Wimps, then a Macho mutant will
win and score I lots of times, while all the Wimps meeting their own types will
get mostly zeroes. But, if the population is mostly Macho, then a Wimp mutant
scores - 1, which may look bad but is better than the 2 that all the Machos get.
You can think of this appropriately in terms of the biological context and the
sexism of the 1950s: in a population of Wimps, a Macho newcomer will show all
the rest to be chickens and so will impress all the girls. But, if the population
consists mostly of Machos, they will be in the hospital most of the time and the
girls will have to go for the fewWimps that are healthy.

In other words, each type is fitter when it is relatively rare in the population.
Therefore each can successfully invade a population consisting of the other
type. We should expect to see both tlpes in the population in equilibrium; that
is, we should expect an ESS with a mixture, or polymorphism.

To flnd the proportions of Wimps and Machos in such an ESS, let us calcu-
late the fltness of each ty?e in a general mixed population. Write ;r for the frac-
tion of Machos and (1 - x) for the proportion of Wimps. AWimp meets another
Wimp and gets 0 for a fraction (1 - r) of the time and meets a Macho and gets

B

Wimp Macho

A
Wimp 0,0 -1.1

Macho 1.-1 -2,  -2

FIGURE 1 3.6 Pavoff Table for Chicken
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-l forafract ionxof thet ime. Thereforethe f i tnessof aWimp is 0 x ( i  -  x) -

I x x : -x. Similarly, thefitness ofamacho is I x (1 - x) - 2x : I - 3.r. The
macho type is fitter if

|  -  3x> -x

2x<l
x < I12.

If the population is less than half Macho, then the Machos will be fitter and
their proportion will increase. On the other hand, if the population is more than
half Macho, then the Wimps will be fltter and the Macho proportion will fall. Ei-
ther way, the population proportion of Machos will tend toward l/2, and this
50-50 mixwill be the stable polymorphic ESS.

Figure 13.7 shows this outcome graphically. Each straight line shows the fit-
ness (the expected payoffin a match against a random member of the population)
for one type, in relation to the proportion x of Machos. For the Wimp type, this
functional relation showing their fitness as a function of the proportion of the Ma-
chos is -& as we saw two paragraphs earlier. This is the gently falling line, which
starts at the height 0 when x : 0, and goes to -1 when x: I. The corresponding
function for the Macho type is I - 3x. This is the rapidly falling line, which starts at
height l when x: 0, and falls to -2 when x: l. The Macho line lies above the
Wimp line for x < I | 2 and below it for x > I I 2,showing that the Macho t],?es are
fltter when the value of x is small and the Wimps are fitter when x is large.

Now we can compare and contrast the evolutionary theory of this game
with our earlier theory of Chapters 4 and B, which was based on the assumption
that the players were conscious rational calculators of strategies. There we
found three Nash equilibria: two in pure strategies, where one player goes

Proportion x of
Machos in populat ion

FIGURE 13.7 Fitness Graphs and Polymorphic Equil ibrium for Chicken
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straight and the other sweres, and one in mixed strategies, where each player

goes straight with a probability of ll2 and swerves with a probability of ll2.

If the population is truly 100% Macho, then all players are equallyfit (or equally

unfit). Similarly, in a population of nothing but Wimps, all are equally fit. But these

monomorphic configurations are unstable. In an all-Macho population, a Wimp

mutant will outscore them and invade successfully.s Once some Wimps get estab-

lished, no matter how fe'w, our analysis shows that their proportion will rise inex-

orably toward 1/2 . Similarly, an all-Wimp population is vulnerable to a successful

invasion of mutant Machos, and the process again goes to the same polynorphism.

Thus the poll.rnorphic conflguration is the only true evolutionary stable outcome.

Most interesting is the connection between the mixed-strategy equilibrium

of the rationally played game and the polymorphic equilibrium of the evolu-

tionary game. The mixture proportions in the equilibrium strategy of the former

are exactly the same as the population proportions in the latter: a 50-50 mixture

of Wimp and Macho. But the interpretations differ: in the rational framework,

each player mixes his own strategies; in the evolutionary framework, every

member of the population uses a pure strategy, but different members use dif-

ferent strategies, and so we see a mixture in the population.q

This correspondence between Nash equilibria of a rationally played game and

stable outcomes of a game with the same payoff structure when played according

to the evolutionary rules is a very general proposition, and we see it in its generality

later, in Section 6. Indeed, evolutionary stability provides an additional rationale

for choosing one of the multiple Nash equilibria in such rationally played games.

When we looked at chicken from the rational perspective, the mixed-

strategy equilibrium seemed puzzling.It left open the possibility of costly mis-

takes. Each player went straight one time in two; so one time in four they col-

lided. The pure-strategy equilibria avoided the collisions. At that time, this may

have led you to think that there was something undesirable about the mixed-

strategy equilibrium, and you may have wondered why we were spending time

on it. Now you see the reason. The seemingly strange equilibrium emerges as

the stable outcome of a natural dynamic process in which each player tries to

improve his payoff against the population that he confronts.

Among the important classes of strategic games introduced in Chapter 4, we

have studied prisoners' dilemma and chicken from the evolutionary perspective.

BThe Inuasion of tlrc MLrtant Winp.s could be an interesting science fictlon comedy movie.
sThere can also be evolutionary stable mixed strategies in which each member of the population

adopts a mixed strategy. We investigate this idea further in Section 6.E.
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That leaves the assurance game. we illustrated this type of game in chapter 4
with the story of two undergraduates, Harry and Sally, deciding where to meet
for coffee. In the evolutionary context, each pilayer is born liking either Star-
bucks or Local Latte and the population includes some of each bpe.Here we as-
sume that pairs of the two t]?es, which we classi$r generically as men and
women, are chosen at random each day to play the game. we denote the strate-
gies now by S (for Starbucks) and L (for Local Latte). Figure l3.B shows the pay-
off table for a random pairing in this game; the payoffs are the same as those
illustrated earlier in Figure 4.12.

If this were a game played by rational strategy-choosing players, there
would be two equilibria in pure strategies: (S, S) and (L, L). The latter is better
for both players. If they communicate and coordinate explicitly, they can settle
on it quite easily. But, if they are making the choices independently, they need
to coordinate through a convergence of expectations-that is, by finding a focal
point.

The rationally played game has a third equilibrium, in mixed strategies, that
we found in Chapter B. In that equilibrium, each player chooses Starbucks with a
probability of 213 and Local Latte with a probability of ll3; the expected payoff
for each player is 213. As we showed in chapter B, this payoff is worse than the
one associated with the less attractive of the two pure-strategy equilibria, (s, s),
because independent mixing leads the players to make clashing or bad choices
quite a lot of the time. Here, the bad outcome (a payoff of 0) has a probability of
4/9: the two players go to different meeting places almost half the time.

v\4rat happens when this is an evolutionary game? In the rarge population,
each member is hardwired, either to choose S or to choose L. Randomly chosen
pairs of such people are assigned to attempt a meeting. Suppose x is the propor-
tion of S types in the population and (1 - x) is that of L types. Then the fltness of
a particular s tlpe-her expected payoff in a random encounter of this kind-is
-r X 1 + (1 - ;r) X 0 : x. Similarly, the firness of each L type is x X 0 + (l - x) x 2
: 2(t - x). Therefore the S type is fltter when *, Z(t - x), or for x > 2 I 3. The L
tlpe is fitter when x < 213. At the balancing point x :213, the rwo ry?es are
equally flt.

WOMEN

s L

MEN
5 1,1 0,0

L 0.0 2,2

b--

FIGURE 13.8 Payoff Matr ix for the Assurance Game
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As in chicken, once again the probabilities associated with the mixed-

strategy equilibrium that would obtain under rational choice seem to reappear

under evolutionary rules as the population proportions in a polymorphic equi-

librium. But now this mixed equilibrium is not stable. The slightest chance de-
parture of the proportion xfrom the balancing point 2l3will set in motion a

cumulative process that takes the population mix farther away from the balanc-

ing point. If x increases from 213, the S type becomes fitter and propagates

faster, increasing r even more. If x falls from 213, the L type becomes fitter and
propagates faster, Iowering ,r even more. Eventually x will either rise all the way

to 1 or fall all the way to 0, depending on which disturbance occurs. The differ-

ence is that in chicken each type was fitter when it was rarer, so the population

proportions tended to move away from the extremes and toward a midrange

balancing point. In contrast, in the assurance game each type is fitter when it is

more numerous; the risk of failing to meet falls when more of the rest of the
population are the same type as you-so population proportions tend to move

toward the extremes.
Figure 13.9 illustrates the fitness graphs and equilibria for the assurance

game; this diagram is very similar to Figure 13.7. The two lines show the fitness

of the two types in relation to the population proportion. The intersection of the

lines gives the balancing point. The only difference is that, away from the bal-

ancing point, the more numerous type is the fitter, whereas in Figure 13.7 it was

the less numerous type.

o2/3 1
Proportion x of

Ttypes in population

FIGURE 13.9 Fitness Graphs and Equil ibria for the Assurance Game
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Because each type is less fit when it is rare, only the two extreme monomor-
phic configurations of the population are possible evolutionary stable states. It
is easy to check that both outcomes are ESS according to the static test: an inva-
sion by a small mutant population of the other t],pe will die out because the mu-
tants, being rare, will be less fit. Thus in assurance or coordination games,
unlike in chicken, the evolutionary process does not preserve the bad equilib-
rium, where there is a positive probability that the players choose clashing
strategies. However, the dynamics do not guarantee convergence to the better
of the two equilibria when starting from an arbitrary initial mixture of pheno-
types-where the population ends up depends on where it starts.

A final class of strategic games to consider is that of the battle of the sexes game.
In Chapter 4 (Figure 4.13), we saw that the battle of the sexes game looks similar
to the assurance game in some respects. We differentiate between the two by
assuming here that "men" and "women" are still interested in meeting at either
Starbucks or Local Latte-no meeting yields each a payoff of O-but now each

Rpe prefers a different caf6. Thus there remains a premium on taking mutually
consistent actions, just as in the assurance game. But the consequences of the
two possible mutually consistent actions differ. The types in the assurance
game do not differ in their preferences; both prefer (L, L) to (S, S). The players in
the battle game differ in theirs: Local Latte gives a payoff of 2 to women and I to
men, and Starbucks the other way around. These preferences distinguish the
two types. In the language of biology, they can no longer be considered random
draws from a homogeneous population of animals.l0 Effectively, they belong to
different species (as indeed men and women often believe of each other).

To study such games from an evolutionary perspective, we must extend our
methodology to the case in which the matches are between randomly dravrn
members of different species or populations. We develop the battle-of-the-
sexes example to illustrate how this is done.

Suppose there is a large population of men and a large population of
women. One of each "species" is picked, and the two are asked to attempt a
meeting. All men agree among themselves about the valuation (payoffs) of Star-
bucks, Local Latte, and no meeting. Likewise, all women are agreed among
themselves. But, within each population, some members are hard-liners and
others are compromisers. A hard-liner will always go to his or her species' pre-

10In evolutionary biology, games of this ry?e are labeled "asymmetric" games. Symmetric games
are those in which a player cannot distinguish the type of another player simply from obseruing that
player's outward characteristics; in asymmetric games, players can tell each other apart.
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ferred caf6. A compromiser recognizes that the other species wants the opposite
and goes to that location, to get along.

If the random draws happen to have picked a hard-liner of one species and
a compromiser of the other, the outcome is that preferred by the hard-liner's

species. We get no meeting if two hard-liners are paired and, strangely, also if
two compromisers are chosen, because they go to each other's preferred caf6.
(Remember, they have to choose independently and cannot negotiate. Perhaps
even if they did get together in advance, they would reach an impasse of "No, I
insist on giving way to your preference.")

We alter the payoff table in Figure 4.13 as shor.tm in Figure 13.10; what were
choices are now interpreted as actions predetermined by type (hard-liner or
compromiser).

In comparison with all the evolutionary games studied so far, the new fea-
ture here is that the row player and the column player come from different
species. Although each species is a heterogeneous mixture of hard-liners and
compromisers, there is no reason why the proportions of the tlpes should be
the same in both species. Therefore we must introduce two variables to repre-
sent the two mixtures and study the dynamics of both.

We let xbe the proportion of hard-liners among the men and ythat among the
women. Consider a particular hard-liner man. He meets a hard-liner woman a
proportion y of the time and gets a 0, and he meets a compromising woman the
rest of the time and gets a 2. Therefore his expected payoff (fitness) is y x 0 +
(1 - y) x. 2 : 2(L - y). Similarly, a compromisingwoman's fitness isy x I + (1 - y) x

0 : y. Among men, therefore, the hard-liner type is fitter when 2(I - y) > y, or
y < 213. The hard-liner men will reproduce faster when they are fitter; that is, x in-

creases wheny <213. Note the neq and at first sight surprising, feature of the out-
come: the fitness of each type within a given species depends on the proportion of

types found in other species. This is not surprising; remember that the games that
each species plays are now all against the members of the other species.rr

WOMEN

MEN
Hard-f iner 0,0 2, 1

Compromiser 1,2 0,0

FIGURE 13.10 Payoffs in the Batt le-of-the-5exes Game

ItAnd this flnding supports and casts a different light on the property of mixed-strategy equilib-
ria, that each player's mlxture keeps the other player indifferent among her pure strategies. Now we

can think of it as saying that, in a poll'rnorphic evolutionary equilibrium of a two-species game, the
proportion of each species' tlpe keeps all the surviving tlpes of the others species equally fit.
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Similarly, considering the other species, we have the result that the hard-
liner women are fltter; so yincreases when x < 213. To understand the result in-
tuitively, note that it says that the hard-liners of each species do better when the
other species does not have too many hard-liners of its own, because then they
meet compromisers of the other species quite frequently.

Figure 13.11 shows the dynamics of the configurations of the two species.
Each of x and ycan range from 0 to l; so we have a graph with a unit square and.r
and y on their usual axes. Within that, the vertical line,4B shows all points where
x : 213, the balancing point at which y neither increases nor decreases. If the
current population proportions lie to the left of this line (that is, x ( 213), y is in-
creasing (moving the population proportion of hard-liner women in the verti-
cally upward direction). If the current proportions lie to the right of ,48 (x> 213),
then y is decreasing (motion vertically downward). Similarly, the horizontal line
cD shows all points where y : 213, which is the balancing point for x. v\4ren the
population proportion of hard-liner women is below this line (that is, for y <
213) the proportion of hard-liner men, x, increases (motion horizontal and
rightward) and decreases for population proportions above it, when y > 213
(motion horizontal and leftward).

vvhen we combine the motions of x and y, we can follow their dynamic
paths to determine the location of the population equilibrium. From a starting
point in the bottom-left quadrant of Figure 13.10, for example, the dynamics en-

zl5

2/3

Proportiony 1
of hard liners

among women
x(- <Avl \

\ \ ?,,,,

x+

,I

\\ 

D

\" x-)

rI
1

Proportion x of hardJiners
among men

FIGURE 1 3.1 1 Population Dynamics in the Battle of the Sexes
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tail both y and x increasing. This joint movement (to the northeast) continues
until either x: 213 and ybegins to decrease (motion now to the southeast) or
y - 213 and x begins to decrease (motion now to the northwest). Similar
processes in each quadrant yield the curved dynamic paths shov,rr in the dia-
gram. The vast majority of these paths lead to either the southeast or northwest
corners of the diagram; that is, they converge either to (1, 0) or (0, l). Thus evo-
lutionary dynamics will lead in most cases to a conflguration in which one
species is entirely hard-line and the other is entirely compromising. \Mhich
species will be which type depends on the initial conditions. Note that the pop-
ulation dynamics starting from a situation with a small value of x and a larger
value of y are more likely to cross the CD line first and head for (0, l)-all hard-
Iine women, .r : l-than to hit the,4B line first and head for (1, 0); similar results
follow for a starting position with a small y but a larger .n. The species that starts
out with more hard-liners will have the advantage of ending up all hard-line and
getting the payoff of 2.

If the initial proportions are balanced just right, the dynamics may lead to
the polymorphic point (213, 213). But, unlike the polymorphic outcome in
chicken, the polymorphism in the battle of the sexes is unstable. Most chance
departures will set in motion a cumulative process that leads to one of the two
extreme equilibria; those are the two ESSs for this game. This is a general
property-such multispecies games can have only ESSs that are monomorphic
for each species.

The hawk-dove g:rme was the flrst example studied by biologists in their devel-
opment of the theory of evolutionary games. It has instructive parallels with our
analyses so far of the prisoners' dilemma and chicken, so we describe it here to
reinforce and improve your understanding of the concepts.

The game is played not by birds of these two species, but by two animals of
the same species, and Hawk and Dove are merely the names for their strategies.
The context is competition for a resource. The Hawk strategy is aggressive and
fights to try to get the whole resource of value z rhe Dove strategy is to offer to
share but to shirk from a fight. \Mhen two Hawk types meet each other, they
flght. Each animal is equally likely (probability U2) to win and get vor to lose,
be injured, and get -c. Thus the expected payoff for each is (v- c)/2. v/hen
two Dove types meet, they share without a fight; so each gets Vl2. \Mhen a Hawk
q,?e meets a Dove type, the latter retreats and gets a 0, while the former gets I4
Figure 13.12 shows the payoff table.
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B

A
Hawk (v - c)/2, (v - c)/2 v,0

Dove O,V v/2,v/2

FIGURE 13.12 PayoffTable forthe Hawk-Dove Game

The analysis of the game is similar to that for the prisoners' dilemma and

chicken gzunes, except that the numerical payoffs have been replaced by algebraic

symbols. We will compare the equiiibria of this game when the players rationally

choose to play Hawk or Dove and then compare the outcomes when players are

acting mechanically and success is being rewarded with faster reproduction.

A. Rational Strategic Choice and Equilibrium

l. If V> C then the game is a prisoners' dilemma in which the Hawk strat-

egy coffesponds to "defect" and Dove corresponds to "cooperate." Hawk is the

dominant strategy for each, but (Dove, Dove) is the jointly better outcome.

2. If V< C then it's a game of chicken. Now (V- C)12 < 0 and so Hawk is

no longer a dominant strategy. Rather, there are t\ivo pure-strategy Nash equi-

libria: (Hawk, Dove) and (Dove, Hawk). There is also a mixed-strategy equilib-

rium, where B's probability p of choosing Hawk is such as to keep A indifferent:

p(V- C)12 + (r  -  p)v:  px 0 + (1 -  p)v l2
p: vl c'

B. Evolutionary Stability for V ) C

We start with an initial population predominantly of Hawks and test whether it

can be invaded by mutant Doves. Following the convention used in analyzing

such games, we could r,lrite the population proportion of the mutant phenoq,pe

as m, for mutant, but for clarity in our case we will use d for mutant Dove. The

population proportion of Hawks is then (l - d). Then, in a match against a ran-

domly drar,rm opponent, a Hawk will meet a Dove a proportion d of the time and

get yon each of those occasions and will meet another Hawk a proportion (l - d)

of the time and get (V- C)12 on each of those occasions. Therefore the fitness of

aHawkis[dV+ (1 -  d)(V- C)/2] .Simi lar ly, thef l tnessof oneof themutant

doves is ld(Vl2) + (t - d) x 01. Because V> C, it follows that (V- C) l2 > 0. Also,

V> 0 implies that V> Vl2.Then, for anyvalue of dbetween 0 and 1, we have

dv+ I  -  d)(v-  c)12> d(vlz)  + (1 -  d)  x o,
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and so the Hawk type is fitter. The Dove mutants cannot invade. The Hawk
strategy is evolutionary stable, and the population is monomorphic (all

Hawk).
The same holds true for any population proportion of Doves for all values of

d. Therefore, from any initial mix, the proportion of Hawks will grow and they
will predominate. In addition, if the population is initially all Doves, mutant
Hawks can invade and take over. Thus the dyrramics confirm that the Hawk
strategy is the only ESS. This algebraic analysis affirms and generalizes our ear-
lier finding for the numerical example of the prisoners' dilemma of restaurant
pricing (Figure 13.1).

C Evolutionary Stability for V 1C

If the initial population is again predominantly Hawks, with a small proportion

d of Dove mutants, then each has the same fitness function derived in Section
6.8. \Alren V < C, however, (V - C) 12 < 0. We still have V> 0, and so V > Vlz.
But, because d is very small, the comparison of the terms with (1 - d) is much
more important than that of the terms with d; so

d(vt2) + (1 -  d)  x 0> dv + (r  -  d)(v -  c)12.

Thus the Dove mutants have higher fitness than the predominant Hawks and
can invade successfully.

But, if the initial population is almost all Doves, then we must consider
whether a small proportion h of Hawk mutants can invade. (Note that, be-
cause the mutant is now a Hawk, we have used h for the proportion of the
mutant invaders.) The Hawk mutants have a fitness of lh(V - C)12 + (1 -

h)Vl compared with [h x 0 + (1 h)(Vl2)l for the Doves. Again V< Cimplies
that (V -  C)12 ( 0,  and V> 0 impl ies that V> Vl2. But,  when h is smal l ,
we get

h(v c)12 + (r  -  h)v> hx 0 + (1 -  h)(v l2) .

This inequality shows that Hawks have greater fltness and will successfully in-
vade a Dove population. Thus mutants of each type can invade populations of
the other t1pe. The population cannot be monomorphic, and neither pure phe-

not),pe can be an ESS. The algebra again confirms our earlier finding for the nu-
merical example of chicken (Figures 13.6 and 13.7).

rWhat happens in the population then when V <C? There are two possibili-

ties. In one, every player follows a pure strategy, but the population has a stable
mix of players following different strategies. This is the polymorphic equilib-

rium developed for chicken in Section 13.3. The other possibility is that every
player uses a mixed strategy. We begin with the polymorphic case.

http://freepdf-books.com



4so IcH. i  3]  EVOLUTTONARY GAMES

D. y< C Stable Polymorphic Population

When the population proportion of Hawks is h, the fltness of a Hawk is

h(v- C)12 + (1 -  h)V,andthef i tnessof aDove ishx 0 *  ( t  -  h)(Vl2).The
Hawk tl.oe is fitter if

which simplifies to:

h(v-  c) t2 + (1 -  h)v> (r  -  h)(vt2),

h(v- c) tz + (1 -  h)(v l2)  > o
v-hc>0

h<vtc.

The Dove tlpe is then fitter when h > V/C, or when (l - h) < | - WC :

(C - \) I C. Thus each tlpe is fltter when it is rarer. Therefore we have a stable
polymorphic equilibrium at the balancing point, where the proportion of
Hawks in the population is h : V/C. This is exactly the probability with which

each individual member plays the Hawk strategy in the mixed-strategy Nash

equilibrium of the game under the assumption of rational behavior, as calcu-

lated in Section 6.A. Again, we have an evolutionary "justification" for the mixed-
strategy outcome in chicken.

We leave it to you to draw a graph similar to that in Figure 13.7 for this case.
Doing so will require that you determine the dynamics by which the population

proportions of each t],pe converge to the stable equilibrium mix.

E. V < C Each Player Mixes Strategies

Recall the equilibrium mixed strategy of the rational-play game calculated ear-
lier in Section 6.A in which p : V/C was the probability of choosing to be a

Hawk, while (1 - p) was the probability of choosing to be a Dove. Is there apar-

allel in the evolutionary version, with a phenotype playing a mixed strategy? Let

us examine this possibility. We still have H types who play the pure Hawk strat-
egy and D types who play the pure Dove strategy. But now a third phenotlpe

called M can exist; such a t),?e plays a mixed strategy in which it is a Hawk with
probability p : VlC and a Dove with probability I - p : I - V/C : (C - V) I C.

\Mhen an H or a D meets an M, their expected payoffs depend on p, the prob-

ability that M is playing H, and on (1 - p), the probability that M is playing D.
Then each player gets p times her payoff against an H, plus (L - p) times her pay-

offagainst a D. So, when an H tlpe meets an M type, she gets the expected payoff

yv-c
C2

1r/- ;a(c -
.,r(C -  V)
'2c

C -V,,
C,

I

n+ycQ-v)
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And, when a D type meets an M type, she gets

px0+ (r-ny2- g_JV:v(c- v)
C2 2C

The two fltnesses are equal. This should not be a surprise; the proportions
of the mixed strategy are determined to achieve exactly this equality. Then an M
tlpe meeting another M bpe also gets the same expected payoff. For brevity of
future reference, we call this common payoff .( where K: V(C - V) l2C.

But these equalities create a problem when we test M for evolutionary sta-
bility. Suppose the population consists entirely of M types and that a few mu-
tants of the H t),pe, constituting a very small proportion h of the total
population, invade. Then the tlpical mutant gets the expected payoff h(V -

C)12 + (l - h)K. To calculate the expected payoff of an M t),?e, note that she
faces another M type a fraction (l - h) of the time and gets Kin each instance.
She then faces an H type for a fraction h of the interactions; in these interactions
she plays H a fraction p of the time and gets (V- C)12, and she plays D a frac-
tion (1 - 0 of the time and gets 0. Thus the M tlpe's total expected payoff (flt-

ness) is

hp(v- C)12 + ( I  -  h)K.

Because h is very small, the fitnesses of the M types and the mutant H tlpes are
almost equal. The point is that, when there are very few mutants, both the H
type and the M type meet only M types most of the time, and in this interaction
the two have equal fitness as we just saw.

Evolutionary stability hinges on whether the original population M type is
fitter than the mutant H when each is matched against one of the few mutants.
Algebraically, M is fitter than H against other mutant H types when pV(C -

V)l2C: 1tK> (V - C)12.In our example here, this condition holds because
V< C (so (V- C) is negative) and because Kis positive. Intuitively, this condi-
tion tells us that an H-type mutant will always do badly against another H-tlpe
mutant because of the high cost of fighting, but the M type fights only part of
the time and therefore suffers this cost only a fraction p of the time. Overall, the
M type does better when matched against the mutants.

Similarly, the success of a Dove invasion against the M population depends
on the comparison between a mutant Dove's fitness and the fitness of an M
type. As before, the mutant faces another D a fraction dof the time and faces an
M a fraction (l - d) of the time. An M type also faces another M type a fraction
(I - d) of the time; but a fraction dof the time, the M faces a D and plays H a
fraction p of these times, thereby gaining pV, and plays D a fraction (1 - p) of
these times, thereby gaining (I - p)V12. The Dove's fitness is then [dVlz +

J - d)Iq, while the fitness of the M type is dx [pV+ (I - p)Vl2] + (l - d)K The
final term in each fltness expression is the same, so a Dove invasion is success-
ful only if Vl2 is greater than pV + (I - p)Vl2.This condition does not hold; the
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latter expression includes a weighted average of vand vl2 andthat must exceed
vl2whenever v> 0. Thus the Dove invasion cannot succeed either.

This analysis tells us that M is an ESS. Thus if v < c, the population can ex-
hibit either of two evolutionary stable outcomes. one entails a mixture of types
(a stable polymorphism) and the other entails a single type that mixes its strate-
gies in the same proportions that define the polymorphism.

If there are only two possible phenotypes (strategies), we can carry out static
checks for ESS by comparing the rype being considered against just one tlpe of
mutant and can show the dynamics of the population in an evolutionary game
with graphs similar to those in Figures 13.4, 13.7, and 13.9. Now we illustrate
how the ideas and methods can be used if there are three (or more) possible
phenotlpes and what new considerations arise.

A. TestingforESS

Let us reexamine the thrice-repeated prisoners' dilemma of section l3.2.A.II
and Figure 13.3 by introducing a third possible phenotype. This strategy, la-
beled N, never defects. Figure 13.13 shows the fitness table with the three strate-
gies, A, T, and N.

To test whether any of these strategies is an ESS, we consider whether a
population of all one tJ,?e can be invaded by mutants of one of the other types.
An all-A population, for example, cannot be invaded by mutant N or T q,pes; so
A is an ESS. An all-N population can be invaded by type-A mutants, however; N
lets itself get fooled thrice (shame on it). so N cannot be an ESS. \I/hat about T?
An all-T population cannot be invaded byA. But it can be invaded bytype-N
mutants, so T is not an ESS either. There is thus just one monomorDhic ESS.
strategyA.

COLUMN

A T N

ROW

A 864,864 936,792 1 080,648

T 792,936 972,972 972,972

N 648, 1 080 972,972 972,972

FIGURE 1 3.1 3 Thrice-Repeated prisoners, Dilemma with Th ree Types (S.l 00s)
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Let us consider further the situation when an all-T population is invaded by
type-N mutants. For a while the two types can coexist happily. But, if the popu-
lation becomes too heavily tlpe N, then type-A mutants can invade; A tlpes do
well against N but poorly against T. To be specific, consider a population with
proportions xof N and (1 x) of T. The fitness of each of these types is 972.The
fltness of a type-A mutant in this population is 936G x) + 1,080x : l44x +
936. This exceeds 972 if l44x > 972 936 : 36, or .{ > 1/4. Thus we can have ad-
ditional polymorphic equilibria with mixtures of T and N so long as the propor-
tion of Ns is less than 25%.

B. Dynamics

To motivate our discussion of dynamics in games with three possible pheno-
ty)es, we turn to another well-known game, rock-paper-scissors (RPS). In ratio-
nal game-theoretic play of this game, each player simultaneously chooses one
of the three available actions, either rock (make a flst), paper (lay your hand
flat), or scissors (make a scissorlike motion with two fingers). The rules of the
game state that rock beats ("breaks") scissors, scissors beat ("cut") paper, and
paper beats ("covers") rock; identical actions tie. Ifplayers choose different ac-
tions, the winner gets a payoff of I and the loser gets a payoff of -1; ties yield
both players 0.

For an evolutionary example, we turn to the situation faced by the side-
blotched lizards living along the California coast. That species supports three
types of male mating behavior, each t5,pe associated with a particular throat
color. Males with blue throats guard a small number of female mates and fend
off advances made by yellow-throated males who attempt to sneak in and mate
with unguarded females. The yellow-throated sneaking strategy works well
against males with orange throats, who maintain large harems and are often out
aggressively pursuing additional mates; those mates tend to belong to the blue-
throated males who can be overpowered by the orange-throat's aggression.lz
Their interactions can be modeled by using the payoff structure of the RPS
game shown in Figure 13.14. We include a column for a 4-mix to allow us to
consider the evolutionary equivalent of the game's mixed-strategy equilibrium,
a mixture of types in the populat ion.13

Suppose 4, is the proportion of lizards in the population that are yellow

throated, qzthe proportion of blue throats, and the rest, (1 - h - qt), the

t'For more information about the side-blotched lizards, see Kelly Zamudio and Barry Sinervo,
"Polyglny, Mate-Guarding, and Posthumous Fertilizations As Alternative Mating Strategies," Pro-
ceedingsoftheNationalAcademyofSciences, vol.97, no.26 (December 19,2000), pp.14427-14432.

I3Exercise 4 in Chapter 7 considers the rational game-theoretic equilibrium of a version of the
RPS game. You should be able to verifii relatively easily that the game has no equilibrium in pure
suaregles.
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COLUMN

'tix,:i:;;

ROW

Yellow-
throated
sneaker

0 -1 1 -Qz+ (1 -  4t  -  Qz)

Blue-
throated
guarder

0 -1 h-(-Qt-Qz)

Oranqe-
throaied
aggressor

- l 1 0 -Qt + 4z

FIGURE 13.14 Payoffs in the Three-Type Evolut ionary Game

proportion of orange throats. The right-hand column of the table shows each

Row player's payoffs when meeting this mixture of phenotlpes; that is, just

Row's fltness. Suppose, as has been shown to be true in the side-splotched
lizard population, that the proportion of each type in the population grows

when its fitness is positive and declines when it is negative.tn Then

4r increasesi f  andonly i f  4z+ G -  4t-  4z)>9, or qr+ 2qt<I .

The proportion of yellow-throated tlpes in the population increases when q2,

the proportion of blue-throated types, is small or when (I - 4 - qr), the pro-
portion of orange-throated t),pes, is large. This makes sense; yellow throats do
poorly against blue throats but well against orange throats. Similarly, we see
that

4r increasesi f  andonly i f  h-  Q -  4t-  4z)>0, or2qr+ 4z> l .

Blue-throated males do better when the proportion of yellow-throated com-
petitors is large or the proportion of orange-throated types is small.

Figure 13.15 shows graphically the population dgramics and resulting equi-
libria for this game. The triangular area defined by the axes and the line 4r *
q2: I contains all the possible equilibrium combinations of 4, and qr. There are
also two straight lines within this area. The first is q, + 242: I (the flatter one),
which is the balancing line for qr; for combinations of qt and q2below this line,
qt (the proportion of yellow-throated players) increases; for combinations
above this line, 4, decreases. The second, steeper line is 2q, -l qr: 1, which is
the balancing line for q2. To the right of this line (when 2q, 'r q, > l), qt in-

r4A little more care is necessary to ensure that the three proportions sum to 1, but that can be
done, and we hide the mathematics so as to convey the ideas in a simple way. Exercise 13.10 devel-
ops the dynamics more rigorously for readers with sufficient mathematical training.
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Qz
1

0 1/2

FIGURE 13.1 5 Population Dynamics in the Evolutionary RPS Game

creases; to the left of the line (when 2q, + q, < I), 4z decreases. Arrows on the
diagram show directions of motion of these population proportions;

red curves show typical dyramic paths. The general idea is the same as that of
Figure 13.13.

On each of the two gray lines, one of 4, and qt neither increases nor de-
creases. Therefore the intersection of the two lines represents the point where
clu 42, &nd therefore also (1 - h - qr), are all constant; this point thus corre-
sponds to a polymorphic equilibrium. It is easy to check that here h: clz: | -

h - 4z: I /3. These proportions are the same as the probabilities in the rational
mixed-strategy equilibrium of the RPS game.

Is this polymorphic outcome stable? In general, we cannot say. The dynam-
ics indicate paths (shown in Figure 13.15 as a single ellipse) that wind around it.
\l/hether these paths wind in a decreasing spiral toward the intersection (in

which case we have stability) or in an expanding spiral away from the intersec-
tion (indicating instability) depends on the precise response of the population
proportions to the fitnesses. It is even possible that the paths circle as draltm,
neither approaching nor departing from the equilibrium.

Evidence suggests that the side-splotched lizard population is cycling
around the evenly split polymorphic equilibrium point, with one type being
slightly more common for a period of a few years but then being overtaken by
its stronger competitor. \A4rether the cycle is approaching the stable equilib-
rium remains a topic for future study. At least one other example of an RPS-type

Qt+Qz=1
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interaction in an evolutionary game entails three strains of food-poisoning-

related E. coli bacteria. Each strain displaces one of the others but is displaced

by the third, as in the three-type game described earlier. Scientists studying the

competition among the three strains have shor.tm that a polymorphic equilib-

rium can persist if interactions between pairs stay localized, with small clumps

of each strain shifting position continuously.rs

We now generalize the ideas illustrated in Section 6 to get a theoretical frame-

work and set of tools that can then be applied further. This generalization un-

avoidably requires some slightly abstract notation and a bit of algebra.

Therefore we cover only monomorphic equilibria in a single species. Readers

who are adept at this level of mathematics can readily develop the polymor-

phism cases with two species by analogy. Readers who are not prepared for this

material or interested in it can omit this section without loss of continuity.16

We consider random matchings from a single species whose population has

available strategies I, L K . . . . Some of them may be pure strategies; some may

be mixed. Each individual member is hardwired to play just one of these strate-

gies. We let E(I, J) denote the payoff to an I player in a single encounter with a I
player. The payoff of an I player meeting another of her o\ Tr tJ,pe is E(I, I) in the

same notation. We write W(I) for the fitness of an I player. This is just her ex-

pected payoff in encounters with randomly picked opponents, when the proba-

bility of meeting a type is just the proportion of this tlpe in the population.

Suppose the population is all I t1pe. We consider whether this can be an

evolutionary stable conflguration. To do so, we imagine that the population is

invaded by a fewl-type mutants; so the proportion of mutants in the population

is avery small number, m. Nowthe fltness of an I type is

W(I) :mE(I ,D +(1 -  m)E(I , r ) ,

and the fitness of a mutant is

W(D : nE(LD + (r - m)E(|,D.

rsThe research on E. coliis reported in Martin Nowak and Karl Sigmund, "Biodiversity: Bacterial

Game Dynami cs," Nature, vol. 4I8 (luly 11, 2002), p. 138. If the three strains were forcibly dispersed

on a regular basis, a singie strain could take over in a matter of days; the "winning" strain out-

multiplied a second strain, which could quickly kill off the third.
l6Conversely, readels who want more details can find them in Maynard Smith, Euolution and the

Theory of Game; especially pp. 14,15. Iohn Maynard Smith is a pioneer in the theory of evolution-

ary games.
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Therefore the difference in fitness between the population's main type and its
mutant type is

W(I) - W(D - m[E(I,J) - E(J,D] + (t - m)lE(I,I) - E(L I)1.

Because m is very small, the main tlpe's fitness will be higher than the mutant,s
if the second half of the preceding expression is positive; that is,

WQ > WU) if E(I, D > E(I,D.

Then the main tlpe in the population cannot be invaded; it is fitter than the
mutant tyqe when each is matched against a member of the main type. This
forms the primary criterion for evolutionary stability. conversely, if w(r) <
W(J), owing to E(I ,D < E(LD, the l-type mutants will invade successfully and an
all-I population cannot be evolutionary stable.

However, it is possible that E(I, I) : E(L I), as indeed happens if the popu_
lation initially consists of a single phenotype that plays a strategy of mixing
between the pure strategies I and I (a monomorphic equilibrium with a
tnixed strategy), as was the case in our final variant of the Hawk-Dove game
(section 6.E). Then the difference between w(r) and Iaz(I) is governed by how
each type fares against the mutants.tT When E(I, I) : E(LI), we get W(I) >
w(J) 1f E(r,I) > au,I). This is the secondary criterion for the evolutionary sta-
bility of I, to be invoked only if the primary one is inconclusive-that is, only
i f  E(I ,  I )  :  E(J,r) .

The primary criterion carries a punch. It says that, if the strategy I is evolu-
tionary stable, then, for all other strategies J that a mutant might try, E(I, I) >
E(J, r). This means that I is the best response to itself. In other words, if the
members of this population suddenly started playrng as rational calculators,
everyone playing I would be a Nash equilibrium. Euolutionary stabiliqt thus im-
1:lies Nash equilibrium of the corresponding rationally ptayed game!

This is a remarkable result. If you were dissatisfied with the rational behav-
ior assumption underlying the theory of Nash equilibria given in earlier chap-
ters and you came to the theory of evolutionary games looking for a better
explanation, you would find that it yields the same results. The very appealing
biological description-fi-xed nonmaximizing behavior, but selection in re-
sponse to resulting fitness-does not yield any new outcomes. If anything, it
provides a backdoor justification for Nash equilibrium. \Mhen a game has sev-
eral Nash equilibria, the evolutionary dynamics may even provide a good argu-
ment for choosing among them.

rTIf the initial population is polymorphic and. m is the proportion of J qrpes, then /n may not
be "very small" any more. The size of m is no longer crucial, however, because the second term in
W(I) l,'[z(J) is now assumed to be zero.
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However, your reinforced confidence in Nash equilibrium should be cau-
tious' Our definition of evolutionary stability is static rather than dynamic. It
only checks whether the configuration of the population (monomorphic, or
polymorphic in just the right proportions) that we are testing for equilibrium
cannot be successfully invaded by a small proportion of mutants. It does not
test whether, starting from an arbitrary initial population mix, all the un-
wanted types will die out and the equilibrium configuration will be reached.
And the test is carried out for those particular classes of mutants that are
deemed logically possible; if the theorist has not specified this classification
correctly and some type of mutant that she overlooked could actually arise,
that mutant might invade successfully and destroy the supposed equilib-
rium. our remark at the end of the twice-played prisoners' dilemma in Sec-
tion 2.A warned of this possibility, and Exercise 6 shows how it can arise.
Finally, in Section 7 we saw how evolutionary dynamics can fail to converge
at all.

we have thus far looked at situations where each game is played between just
two players who are randomly chosen from the population. There are other sit-
uations, however, when the whole population plays at once. In biology, a whole
flock of animals with a mixture of genetically determined behaviors may com-
pete for some resource or territory. In economics or business, many firms in an
industry, each following the strategy dictated by its corporate culture, may com-
pete all with all.

Such evolutionary games stand in the same relation to the rationally
played collective-action games of chapter 12 as do the pair-by-pair played
evolutionary games of the preceding sections to the rationally played two-
person games of chapters 4 through B. Iust as we converted the expected
payoff graphs of those chapters into the fitness diagrams in Figures 13.4, 13.z ,
and 13.9, we can convert the graphs for collective-action games (Figures 12.6
through 12.8) into fitness graphs for evolutionary games. For example, con-
sider an animal species all of whose members come to a common feeding
ground. There are two phenotypes: one fights for food aggressively, and the
other hangs around and sneaks what it can. If the proportion of aggressive
ones is small, they will do better; but, if there are too many of them, the
sneakers will do berter by ignoring the ongoing fights. This will be a collective
chicken game whose fitness diagram will be exactly like Figure 12.7. Because
no new principles or techniques are required, we leave it to you to pursue this
idea further.
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Evolutionary game theory rests on two fundamental ideas: first, that individualorganisms are engaged in games with others in their or.rm species or with mem_bers of other species and, second, that the genot),?es that lead to higher_payoff(fitter; strategies proliferate while the rest decline in their proportions of thepopulation. These ideas suggest a vicious struggle for survival like that depictedby some interpreters of Darwin who understood ,,survivar 
of the fittest,, in a rit_eral sense and who conjured up images of a "nature red in tooth and craw.,, Infact' nature shows manyinstances of cooperation (where individual animals be_have in a way that yierds greater beneflt to everyone in a group) and even altru_ism (where individ'ral animars incur significant costs in oider to beneflt others).Beehives and ant coronies are onry the Lost obvious examples. can such behav_ior be reconciled with the perspective of evolutionary games?

Biologists use a fourford crassification of the *uy. i'which cooperation andaltruism can emerge among selfish animals (or phenotypes or genes). LeeDugatkin names the four categories (r) family dynamics, (2) reciprocal transac_tions, (3) selflsh teamwork, and (4) group altruism.ls
The behavior of ants and bees is probably the easiest to understand as anexample of family dynamics. AI the inaiviaua members of an ant colony or abeehive are closely related and therefore have genes in common to a substantiarextent' All worker ants in a colony are full sisters and therefore have half theirgenes in common; therefore the survival and proliferation of one ant,s genes ishelped just as much by the survival of two of its sisters as by its or.tm survivar. A'worker bees in a hive are half-sisters and therefore have a quarter of their genesin common. An individual ant or bee does not make a fine calcuration ofwhether it is worthwhile to risk its own life for the sake of two or four sisters, butthe underlying genes of those groups whose members exhibit such behavior(phenotype) w'r proliferate. The idea that evolution ultimatery operates at thelevel of the gene has had enormous implications for biology, although it hasbeen misapplied by many people, just as Darwin,s originar idea of naturar serec_tion was misapplied.re The interesiing idea is that a ,,serfish gene,, may prosperby behaving unselfishly in a targei organization of geneq, such as a cell.

rBSee his excellent exposition in cheating Monkeys and citizen Bees: The Nature oJ cooperationin Animals and Humans (Cambridge: Harvaid Univeisity press, 1999).rsln this very brief account, we cannot begin to do justice to an the issues and the debates. An excer_lent popular account' and the sour." of 
-un| "*ffiis 

citea in this section, is Man Ridley, The originsof virtue (New York Penguin, 1996). we should arso point out that we do not examine tire connectionbetween genot)?es and phenotypes in any detail nor the role ofsex in evolution. Another book byRidley, The Red Queen (Newyork: penguin, f SgSl, Cirr* u fuscinating treatment of this subiect.
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Similarly, a cell and its genes may plosper by participating cooperatively and

accepting their allotted tasks in a body.
Reciprocal altruism can arise among unrelated individual members of the

same or different species. This behavior is essentially an example of the resolu-

tion of prisoners' dilemmas through repetition in which the players use strate-

gies that are remarkably like tit-for-tat. For example, some small fish and

shrimp thrive on parasites that collect in the mouths and gills of some large fish;

the large fish let the small ones swim unharmed through their mouths for this

"cleaning service." A more fascinating, although gruesome, example is that of

vampire bats who share blood with those who have been unsuccessful in their

or,rm searches. In an experiment in which bats from different sites were brought

together and selectively starved, "only bats that were on the verge of starving
(i.e., would die within twenty-four hours without a meal) were given blood by

any other bat in the experiment. But, more to the point, individuals were given a

blood meal only from bats they already knew from their site. . . . Furthermore,

vampires were much more likely to regurgitate blood to the specific individual(s)

from their site that had come to their aid when they needed a bit of blood."2o

Once again, it is not to be supposed that each animal consciously calculates

whether it is in its individual interest to continue the cooperation or to defect. In-

stead, the behavior is instinctive.
Selfish teamwork arises when it is in the interests of each individual organ-

ism to choose cooperation when all others are doing so. In other words, this

type of cooperative behavior applies to the selection of the good outcome in as-

surance games. Dugatkin argues that populations are more likely to engage in

selfish teamwork in harsh environments than in mild ones. \fhen conditions

are bad, the shirking of any one animal in a group may bring disaster to the

whole group, including the shirker. Then in such conditions each animal is cru-

cial for survival, and none shirk so long as others are also pulling their weight. In

milder environments, each may hope to become a free rider on the others' ef-

fort without thereby threatening the survival of the whole group including itself.

The next step goes beyond biology and into sociology: a body (and its cells

and ultimately its genes) may benefit by behaving cooperatively in a collection

of bodies-namely, a society. This brings us to the idea of group altruism which

suggests that we should see some cooperation even among individual members

of a group who are not close relatives. We do indeed find instances of it. Groups

of predators such as wolves are a case in point, and groups of apes often behave

like extended families. Even among species of prey, cooperation arises when in-

dividual fishes in a school take turns to look out for predators. And cooperation

can also extend across species.

20Dugatkin, Cheating Monkeys, p. 99.
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The general idea is that a group whose members behave cooperatively is
more likely to succeed in its interactions with other groups than one whose
members seek benefit of free-riding within the group. If, in a particular context
of evolutionary dlnamics, between-group selection is a stronger force than that
of within-group selection, then we will see group altruism.2r

An instinct is hardwired into an individual organism's brain by genetics, but
reciprocity and cooperation can arise from more purposive thinking or experi_
mentation within the group and can spread by socialization-through explicit
instruction or observation of the behavior of elders-instead of genetics. The
relative importance of the two channels-nature and nurture-will differ from
one species to another and from one situation to another. one would expect so-
cialization to be relatively more important among humans, but there are in_
stances of its role among other animals. we cite a remarkable one. The
expedition that Robert F. Scott led to the South Pole in 1911-1912 used teams of
siberian dogs. This group of dogs, brought together and trained for this specific
purpose, developed within a few months a remarkable system of cooperation
and sustained it by using punishment schemes. "They combined readily and
with immense effect against any companion who did not pull his weight, or
against one who pulled too much. . . their methods of punishment always
being the same and ending, if unchecked, in what they probably called justice,
and we called murder."22

This is an encouraging account of how cooperative behavior can be com-
patible with evolutionary game theory and one that suggests that dilemmas of
selfish actions can be overcome. Indeed, scientists investigating altruistic be-
havior have recently reported experimental support for the existence of such a/-
truistic punishment, or strong reciprocity (as distinguished from reciprocal
altruism), in humans. Their evidence suggests that people are willing to punish
those who don't pull their or,rn weight in a group setting, even when it is costly
to do so and when there is no expectation of future gain. This tendency toward
strong reciprocity may even help to explain the rise of human civilization if
groups with this trait were better able to survive the traumas of war and other
catastrophic events.23 Despite these findings, strong reciprocity may not be
widespread in the animal world. "compared to nepotism, which accounts for
the cooperation of ants and every creature that cares for its young, reciprocity
has proved to be scarce. This, presumably, is due to the fact that reciprocity

2lcroup altruism used to be thought impossible according to the strict theory of evolution that
emphasizes selection at the level of the gene, but the concept is being revived in more sophisticated
formulations. see Dugatkin, cheating Monkeys, pp. l4l-r45 for a fuller discussion.

'Z2Apsley cherry-Garrard, The worst Joumey in the world (London: constable, 1922; reprinted
NewYork: Carroll and Grai l9B9), pp. 4B5-486.

23For the evidence on altruistic punishment, see Ernst Fehr and Simon Gachter, ,,Altruistic pun-
ishment in Humans," Nature,vol. 4I5 (January I0,2002),pp. 137_140.
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requires not only repetitive interactions, but also the ability to recognize other

individuals and keep score."24 In other words, precisely the conditions that our

theoretical analysis in Section 2.D of Chapter 11 identified as being necessary

for a successful resolution of the repeated prisoners' dilemma are seen to be

relevant in the context of evolutionary games.

lifllffi.ffii.$1titrl#i*{tir1;{ii SUMMARY fffr$i,$i*$&$*$Si$'ttt$

The biological theory of evolution parallels the theory of games used by social

scientists. Evolutionary games are played by behavioral phenotypeswith geneti-

cally predetermined, rather than rationally chosen, strategies. In an evolution-

ary game, phenotypes with higher fitness surwive repeated interactions with

others to reproduce and to increase their representation in the population' A

population containing one or more phenotypes in certain proportions is called

euolutionary stableif it cannot be inuaded successfully by other, mutantpheno-

t),pes or if it is the limiting outcome of the dynamics of proliferation of fltter

phenotypes. If one phenotype maintains its dominance in the population when

faced with an invading mutant type, that phenotlpe is said to be an euolution-

ary stable strategy, and the population consisting of it alone is said to exhibit

monomorphism. If two or more phenotypes coexist in an evolutionary stable

population, it is said to exhibit polymorphism.

\Mhen the theory of evolutionary games is used more generally for nonbio-

logical games, the strategies followed by individual players are understood to be

standard operating procedures or rules of thumb, instead of being genetically

fixed. The process of reproduction stands for more general methods of trans-

mission including socialization, education, and imitation; and mutations repre-

sent experimentation with new strategies'

Evolutionary games may have payoff structures similar to those analyzed in

Chapters 4 and B, including the prisoners' dilemma and chicken. In each case,

the euolutionary stable strateg/ mirrors either the pure-strategy Nash equilib-

rium of a game with the same structure played by rational players or the plopor-

tions of the equilibrium mixture in such a game' In a prisoners' dilemma,

"always defect" is evolutionary stable; in chicken, t],?es are fitter when rare, and

so there is a polymorphic equilibrium; in the assurance game, tlpes are less flt

when rare, and so the poll,rnorphic conflguration is unstable and the equilibria

are at the extremes. VVhen play is between two different types of members of

each of two different species, a more complex but similarly structured analysis

is used to determine equilibria'

'z4Ridley, Origins of Virtue,p.83.
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The hawk-doue gameis the classic biological example. Analysis of this game
parallels that of the prisoners' dilemma and chicken versions of the evolution-
ary game; evolutionary stable strategies depend on the specifics of the payoff
structure. The analysis can also be done when more than two types interact or
in very general terms. This theory shows that the requirements for evolutionary
stability yield an equilibrium strategy that is equivalent to the Nash equilibrium
obtained by rational players.

iriiiiiiii,{lriir,li,li l KEY TERMS iiiiiitillitii,i{

evolutionary stable (426)
evolutionary stable strategy

(ESS) (42e)

fitness (426)
genotype (426)

hawk-dove game (447)
interaction (427)
invasion by a mutant (426)

ittlr:iiiii{iiiliirjliffi ;,;;1:;:. : 1,,'.:

monomorphism (429)

mutation (426)
phenotype (426)
playrng thefield(427)
polSrmorphism (429)
primary criterion (457)
secondary criterion (457)
selection (426)

EXERC|SES ::rirli:::,Lii:ltll: iliiirlff

1. Prove the following statement: "If a strategy is strongly dominated in the
payoff table of a game played by rational players, then in the evolutionary
version of the same game it will die out no matter what the initial popula-
tion mix. If a strategy is weakly dominated, it may coexist with some other
types but not in a mixture of all types."

2. consider a large population of players in which two possible phenotypes exist.
These players meet and play a survival game in which they either fight over or
share a food source. one phenotype always fights, the other always shares; for
the purposes of this question, assume that no other mutant t],pes can arise in
the population. Suppose that the value of the food source is 200 calories and
that caloric intake determines each player's reproductive fltness. If two shar-
ing t],?es meet each other, they each get half the food but, if a sharer meets a
fighter, the sharer concedes immediately and the fighter gets all the food.
(a) suppose that the cost of a fight is 50 calories (for each fighter) and that,

when two fighters meet, each is equally likely (probability ]1 to win the
fight and the food or to lose and get no food. Draw the payoff table for
the game played between two random players from this population.
Find all of the ESSs in the population. \Mhat type of game is being played
in this case?
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(b) Now suppose that the cost of a fight is 150 calories for each fighter.
Draw the new payoff table and flnd all of the ESSs for the population in
this case. V\4rat type of game is being played here?

(c) using the notation of the Hawk-Dove game of Section 13.6, indicate the
values of v and c in parts a and b and conflrm that your answers to
those parts match the analysis presented in the text.

3. Suppose that a single play of a prisoners' dilemma has the following payoffs:

PLAYER 2

Defect

PLAYER
1

Cooperate 1,4

Defect 4, 1 2,2

In a large population in which each member's behavior is genetically deter-
mined, each player will be either a defector (that is, always defects in any
play of a prisoners' dilemma game) or a tit-for-tat player (in multiple
rounds of a prisoners' dilemma, she cooperates on the first play, and on any
subsequent play she does whatever her opponent did on the preceding
play). Pairs of randomly chosen players from this population will play "sets',
of n single plays of this dilemma (where n = 2). The payoff to each player in
one whole set (of n plays) is the sum of her payoffs in the nplays.

Let the population proportion of defectors be p and the proportion of
tit-for-tat players be (l - p). Each member of the population plays sets of
dilemmas repeatedly, matched against a new randomly chosen opponent
for each new set. A tit-for-tat player always begins each new set by cooper-
ating on its first play.
(a) Show in a two-by-two table the payoffs to a player of each type when, in

one set of plays, each player meets an opponent of each of the two types.
(b) Find the fitness (average payoff in one set against a randomly chosen

opponent) for a defector.
(c) Find the fitness for a tit-for-tat player.
(d) Use the answers to parts b and c to show that, when p> @ - 2) l(n - I),

the defector type has greater fitness and that, when p < (n - 2) l(n - l),
the tit-fior-tat type has greater fitness.

(e) If evolution leads to a gradual increase in the proportion of the fltter
type in the population, what are the possible eventual equilibrium out-
comes of this process for the population described in this exercise?
(That is, what are the possible equilibria, and which are evolutionary
stable?) use a diagram with the fitness graphs to illustrate your answer.

i

L http://freepdf-books.com



EXERCISES 465

(f) In what sense does greater repetition (larger values of n) facilitate the
evolution of cooperation?

4. In Section 7.A, we considered testing for ESS in the thrice-repeated restau-
rant pricing prisoners' dilemma.
(a) Explain completely (on the basis of the payoff structure shor.tm in Figure

13.13) why an all-type-A population cannot be invaded by either N- or
T-tlpe mutants.

(b) Explain also why an all-N-type population can be invaded by both type-
A and tlpe-T mutants.

(c) Explain finally why an all-T-type population cannot be invaded by type-
A mutants but can be invaded by mutants that are tlpe N.

5. consider a population in which there are two phenotypes: natural-born co-
operators (who do not confess under questioning) and natural-born defec-
tors (who confess readily). If two members of this population are drawn at
random, their payoffs in a single play are the same as those of the husband-
wife prisoners' dilemma game of Chapter 4, reproduced here:

COLUMN

ROW
Confess 10 yr,  1O yr 1 yr ,25 yr

Not 25 yr, 1 yr 3 yr ,3 yr

(a) Suppose that there are two types of strategies available in the popula-
tion, as there were in the restaurant dilemma game of section 13.2. The
two strategies are A (always confess) and T (play tit-for-tat, starting with
not confessing). Suppose further that each chosen pair ofplayers plays
this dilemma twice in succession. Draw the pavoff table for the twice-
repeated dilemma.

(b) Find all of the ESSs in this game.
(c) Now add a third possible strategy, N, which never confesses. Draw the

payoff table for the twice-repeated dilemma with three possible strate-
gies and find all of the ESSs of this new version of the game.

In the twice-repeated prisoners' dilemma of Exercise 3, suppose that there
is a fourth possible type (qpe s) that also can exist in the population. This
type does not confess on the first play and confesses on the second play of
each episode of two successive plays against the same opponent.
(a) Draw the four-by-four fitness table for this game.
(b) If the population initially has some of each of the four types, show that

the types N, T, and S will die out in that order.

6.
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(c) Show that, when a strategy (N, T, or S) has died out, as in part b, if a

small proportion of mutants of that type reappear in the future' they

cannot successfully invade the population at that time.
(d) Vrrhat is the ESS in this game? \Arhy is it different from that found in Exer-

cise 3, part c?

7. Consider the thrice-repeated prisoners' dilemma of Section 7 in which three

possible tlpes of restaurateurs participate in a pricing game. Repeat Exer-

cise 4 for this game, showing that all of the same results hold.

B. Recall from Exercise 2 the population of animals fighting over a food source

worth 200 calories. Assume, as in part b of that exercise, that the cost of a

fight is 150 calories per fighter. Assume also that a third phenotype exists in

the population. That phenotlpe is a mixer; it plays a mixed strategy, some-

times fighting and sometimes sharing.
(a) Use your knowledge of how to find mixed strategies in rationally played

games to posit a reasonable mixture for the mixer phenotype to use in

this game.
(b) Draw the three-by-three payoff table for this game when the mixer type

uses the mixed strategy that you found in part a.
(c) Determine whether the mixer phenoty?e is an ESS of this game. (Hint:

You must test whether a mixer population can be invaded by either the

fighting type or the sharing type.)

9. In the assurance (meeting-place) game in this chapter, the payoffs were

meant to describe the value of something material gained by the players in

the various outcomes; [hey could be prizes given for a successful meeting,

for example. Then other individual persons in the population might observe

the expected payoffs (fitness) of the two t1pes, see which was higher, and

gradually imitate the fitter strategy. Thus the proportions of the two types in

the population would change. But a more biological interpretation can be

made. Suppose the row players are always female and the column players

always male. VVhen two of these players meet successfully, they pair off, and

their children are of the same type as the parents. Therefore the tlpes would

proliferate or die off as a result of meetings. The formal mathematics of this

new version of the game makes it a "two-species game" (although the biol-

ogy of it does not). Thus the proportion of T-tlpe females in the popula-

tion-call this proportion x-need not equal the proportion of T-type

males-call this proportion y.

Examine the dynamics of x and y by using methods similar to those

used in the text for the battle-of-the-sexes game. Find the stable outcome or

outcomes of this dynamic process.

10. (Optional, for mathematically trained students.) In the three-type evolu-
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tionary game of Section 7.B and Figure 13.14, let 4s : | - 4t - 4, denote the
proportion of the orange-throated aggressor t],pes. Then the dynamics of
the population proportions of each type of lizard can be stated as

4, increases if and only if - 4z r 4z> 0

and

4, increases if and only if h - 4s> 0.

We did not state this explicitly in the text, but a similar rule for 4. is

4. increases if and onlyif -q, * qr> O.

(a) Consider the dynamics more explicitly. Let the speed of change in a
variable x in time f be denoted by the derivative dx/dt. Then suppose

dqt ldt :  -  4zt  ( l t ,  dqr ldt :4r-  4s,  and dqr ldt :  -  ht  42.

Verify that these derivatives conform to the preceding statements re-
garding the population dynamics.

(b) Define X: (qr)' + (4)2 + (cl)2. Using the chain rule of differenriarion,
show that dxldt -- 0; that is, show that Xremains constant over time.

(c) From the definitions of the entities, we know that q\ + Qz I 4z: l. Com-
bining this fact with the result from part b, show that over time, in
three-dimensional space, the point (4r, qr, @ moves along a circle.

(d) \Mhat does the answer to part c indicate regarding the stability of the
evolutionary dlnamics in the colored-throated lizard population?
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Brinkmanship
The Cuban Missile Crisis

! 
N CHnrrsR I, we explained that our basic approach was neither pure theory

I nor pure case study, but a combination in which theoretical ideas were de-

I 
veloped by using features of particular cases or examples. Thus we ignored

I those aspects of each case that were incidental to the concept being devel-
oped. However, after you have learned the theoretical ideas, a richer mode of
analysis becomes available to you in which factual details of a particular case
are more closely integrated with game-theoretic analysis to achieve a fuller un-
derstanding of what has happened and why. Such theory-based case studies
have begun to appear in diverse fields-business, political science, and eco-
nomic history.l

Here we offer an example from political and military history-namely,
nuclear brinkmanship in the Cuban missile crisis of 1962. Our choice is moti-
vated by the sheer drama of the episode, the wealth of factual information
that has become available, and the applicability of an important concept
from game theory. You may think that the risk of nuclear war died with the
dissolution of the Soviet Union and that therefore our case is a historical cu-
riosity. But nuclear arms races continue in many parts of the world, and such
rivals as India and Pakistan or as Iran and Israel may find use for the lessons

lTwo excellent examples of theory-based studies are Pankaj Ghemawat, Cames Businesses Play:
Cases and Models (Cambridge: MIT Press, 1997), and Robert H. Bates, Amer Greif, Margaret Levi,
Jean-Laurent Rosenthal, and Barry Weingast, Analytic Narratiues (Princeton: Princeton University
Press.19981.

47 1
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taken from the Cuban crisis. More importantly for many of you, brinkman-
ship must be practiced in many everyday situations-for example, strikes and
marital disputes. Although the stakes in such games are lower than those in a
nuclear confrontation between superpowers, the same principles of strategy
apply.

In Chapter 10, we introduced the concept of brinkmanship as a strategic
move; here is a quick reminder. A threat is a response rule, and the threat-
ened action inflicts a cost on both the player making the threat and the player
whose action the threat is intended to influence. However, if the threat suc-
ceeds in its purpose, this action is not actually carried out. Therefore there is
no apparent upper limit to the cost of the threatened action. But the risk of
errors-that is, the risk that the threat may fail to achieve its purpose or that
the threatened action may occur by accident-forces the strategist to use the
minimal threat that achieves its purpose. If a smaller threat is not naturally
available, a large threat can be scaled down by making its fulfillment proba-
bilistic. You do something in advance that creates a probability, but not cer-
tainty, that the mutually harmful outcome will happen if the opponent defies
you. If the need actually arose, you would not take that bad action if you had
the full freedom to choose. Therefore you must arrange in advance to let
things get out of your control to some extent. Brinkmanship is the creation
and deployment of such a probabilistic threat; it consists of a deliberate loss
of control.

The word brinkmansh4p is often used in connection with nuclear weapons,
and the cuban missile crisis of 1962, when the world came as close to an unac-
cidental nuclear war as it ever has, is often offered as the classic example of
brinkmanship. We will use the crisis as an extended case study to explicate the
concept. In the process, we will flnd that many popular interpretations and
analyses of the crisis are simplistic. A deeper analysis reveals brinkmanship to
be a subtle and dangerous strategy. It also shows that many conflicts in business
and personal interactions-such as strikes and breakups of relationships-are
examples of brinkmanship gone wrong. Therefore a clear understanding of the
strategy, as well as its limitations and risks, is very important to all game players,
which includes just about everyone.

we begin with a brief story of the unfolding of the crisis. our account draws on
several books, including some that were written with the benefit of documents
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and statements released since the collapse of the Soviet Union.2 We cannot
hope to do justice to the detail, let alone the drama, of the events. President
Kennedy said at the time of the crisis: "This is the week when I earn my salary,"
and much more than a president's salary stood in the balance. We urge you to
read the books that tell the story in vivid detail and to talk to any relatives who
lived through it to get their firsthand memories.3

In late summer and early fall of 1962, the Soviet Union (USSR) started to
place medium- and intermediate-range ballistic missiles (MRBMs and IRBMs)
in Cuba. The MRBMs had a range of 1,100 miles and could hit Washington, DC;
the IRBMs, with a range of 2,200 miles, could hit most of the major U.S. cities
and military installations. The missile sites were guarded by the latest Soviet SA-
Z-type surface-to-air missiles (SAMs), which could shoot do'nm U.S. high-altitude
U-2 reconnaissance planes. There were also IL-28 bombers and tactical nuclear
weapons called Luna by the Soviets and FROG (free rocket over ground) by the
United States, which could be used against invading troops.

This was the first time that the Soviets had ever attempted to place their
missiles and nuclear weapons outside Soviet territory. Had they been success-
fuI, it would have increased their offensive capability against the United States
manyfold. It is now believed that the Soviets had fewer than 20, and perhaps as
few as "two or three," operational intercontinental ballistic missiles (ICBMs) in
their or,r,n country capable of reaching the United States (War, 464,509-510).
Their initial placement in Cuba had about 40 MRBMs and IRBMs, which was a
substantial increase. But the United States would still have retained vast superi-
ority in the nuclear balance between the superpowers. Also, as the Soviets built
up their submarine fleet, the relative importance of land-based missiles near

'Our sources include Robert Smith Thompson, Tke Missiles of October (New York: Simon &
Schuster, 1992); James G. Blight and David A. Welch, On the Brink: Americans and Souiets Reexam-
ine the Cuban Missile Crisis (New York: Hill and Wang, 1989); Richard Reeves, President Kennedy:
Profile of Power (New York: Simon & Schuster, 1993); Donald Kagat, On the Origins of WaI and the
Preseruation of Peace (New York: Doubleday, 1995); Aleksandr Fursenko and Timothy Naftali, One
HeIl of a Gamble: The Secret History of the Cuban Missile Crrsis (New York: Norton, 1997); and last,
latest, and most direct, The Kennedy Tapes: Inside the l\hite House During the Cuban Missile Crisis,
ed. Ernest R. May and Philip D. Zelikow (Cambridge: Haward University Press, 1997). Graham T. Al-
lison's Essezce of Decision: Explaining the Cuban Missile Cnszs (Boston: Little Brovm, l97l) remains
important not only for its narrative, but also for its analysis and interpretation. Our view differs from
his in some important respects, but we remain in debt to his insights. We follow and extend the
ideas in Avinash Dixit and Barry Nalebuff, Thinking Strategically (NewYork: Norton, 1991), chap. 8.

\fhen we cite these sources to document particular points, we do so in parentheses in the text, in
each case using a key word from the title of the book followed by the appropriate page number or
page range. The keywords have been underlined in the sources given here.

3For those of you with no access to flrst-hand information or those who seek a beginner's intro-
duction to both the details and the drama of the missile crisis, we recommend the film Thirteen
Days (2O00, New Line Cinema).
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the United States would have decreased. But the missiles had more than mere
direct military value to the Soviets. Successful placement of missiles so close to
the united States would have been an immense boost to soviet prestige
throughout the world, especially in Asia and Africa, where the superpowers
were competing for political and military influence. Finally, the Soviets had
come to think of cuba as a "poster child" for socialism. The opportunity to deter
a feared u.S. invasion of cuba and to counter chinese influence in cuba
weighed importantly in the calculations of the Soviet leader and premier, Nikita
Khrushchev. (see Gamble, r12-r83, for an analysis of soviet motives.)

u.s. surveillance of cuba and of shipping lanes during the late summer and
early fall of 1962 had indicated some suspicious activity. \.A/hen questioned about
it by U.S. diplomats, the Soviets denied any intentions to place missiles in Cuba.
Later, faced with irrefutable evidence, they said that their intention was defensive,
to deter the United States from invading Cuba. It is hard to believe this, although
we know that an offensive weapon can se te as a defensive deterrent threat.

An American u-2 "spy plane" took photographs over western cuba on Sun-
day and Monday, october 14 and 15. \.4/hen developed and interpreted, they
showed unmistakable signs of construction on MRBM launching sites. (Evi-
dence of IRBMs was found later, on october 17.) These photographs were
shown to President Kennedy the following day (October 16). He immediately
convened an ad hoc group of advisers, which later-came to be called the Execu-
tive Committee of the National Security Council (ExComm), to discuss the alter-
natives. At the first meeting (on the morning of october 16), he decided to keep
the matter totally secret until he was ready to act, mainly because, if the Soviets
knew that the Americans knew, they might speed up the installation and de-
plol'rnent of the missiles before the Americans were ready to act, but also be-
cause spreading the news without announcing a clear response would create
panic in the United States.

Members of Excomm who flgured most prominently in the discussions
were the Secretary of Defense, Robert McNamara; the National security Ad-
viser, McGeorge Bundy; the chairman of the Ioint chiefs of staff, General
Maxwell Taylor; the secretary of state, Dean Rusk, and undersecretary George
Ball; the Attorney General Robert Kennedy (who was also the president,s
brother); the secretary of the Treasury, Douglas Dillon (also the only Republican
in the cabinet); and Llewellyn Thompson, who had recently returned from
being u.s. Ambassador in Moscow. During the 2 weeks that followed, they
would be joined by or would consult with several others, including the U.s. Am-
bassador to the United Nations, Adlai Stevenson; the former secretary of state
and a senior statesman of u.s. foreign policy, Dean Acheson; and the chief of
the U.S. Air Force, General Curtis Lemay.

In the rest of that week (october 16 through 2l), the Excomm met numer-
ous times. To preserve secrecy, the president continued his normal schedule,
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including travel to speak for Democratic candidates in the midterm Congres-
sional elections that were to be held in November 1962. He kept in constant
touch with ExComm. He dodged press questions abut Cuba and persuaded one
or two trusted media owners or editors to preserve the facade of business as
usual. ExComm's own attempts to preserve secrecy in Washington sometimes
verged on the comic, as when almost adozen of them had to pile into one limo,
because the sight of several government cars going from the \Mhite House to the
State Department in a convoy could cause speculation in the media.

Different members of ExComm had widely differing assessments of the situ-
ation and supported different actions. The military Chiefs of Staff thought that
the missile placement changed the balance of military power substantiallyi De-
fense Secretary McNamara thought it changed "not at all" but regarded the
problem as politically important nonetheless (Tapes,89). President Kennedy
pointed out that the first placement, if ignored by the United States, could grow
into something much bigger and that the Soviets could use the threat of missiles
so close to the United States to try to force the withdrawal of the U.S., British,
and French presence in West Berlin. Kennedy was also aware that it was a part
of the geopolitical struggle between the United States and the Soviet Union
(Tapes,92).

It now appears that he was very much on the mark in this assessment. The So-
viets planned to expand their presence in Cuba into a major military base (Tapes,
677). They expected to complete the missile placement by mid-November.
Khrushchev had plan4ed to sign a treaty with Castro in late November, then
travel to New York to address the United Nations, and issue an ultimatum for a
settlement of the Berlin issu,e (Tapes,679; Gamble,IB2), by using the missiles in
Cuba as a threat for this purpose. Khrushchev thought Kennedy would accept
the missile placement as a fait accompli. Khrushchev appears to have made
these plans on his own. Some of his top advisers privately thought them too ad-
venturous, but the top governmental decision-making body of the Soviet
Union, the Presidium, supported him, although its response was largely a rub-
ber stamp (Gamble, 180). Castro was at first reluctant to accept the missiles,
fearing that they would trigger a U.S. invasion (Tapes, 676-678), but in the end
he, too, accepted them, and the prospect gave him great confidence and lent
some swagger to his statements about the United States (Gamble, 186-187,
229-230).

In all ExComm meetings up to and including the one on the morning of
Thursday, October 18, everyone appears to have assumed that the U.S. response
would be purely military. The only options that they discussed seriously during
this time were (1) an air strike directed exclusively at the missile sites and (prob-
ably) the SAM sites nearby, (2) a wider air strike including Soviet and Cuban air-
craft parked at airfields, and (3) a full-scale invasion of Cuba. If anything, the
attitudes hardened when the evidence of the presence of the longer-range
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IRBMs arrived. In fact, at the Thursday meeting, Kennedy discussed a timetable
for air strikes to commence that weekend (Tapes, l4B).

McNamara had first mentioned a blockade toward the end of the meeting
on Tuesday, October 16, and developed the idea (in a form uncannily close to
the course of action actually taken) in a small group after the formal meeting
had ended (Tapes,86, 113). Ball argued that an air strike without warning would
be a "Pearl Harbor" and that the United States should not do it (Tapes,l15); he
was most importantly supported by Robert Kennedy (Tapes,l49). The civilian
members of ExComm further shifted toward the blockade option when they
found that what the military Joint Chiefs of Staff wanted was a massive air strike;
the military regarded a limited strike aimed at only the missile sites so danger-
ous and ineffective that "theywould prefer taking no military action than to take
that limited strike" (Tapes,97).

Between October 1B and Saturday, October 20, the majority opinion within
ExComm gradually coalesced around the idea of starting with a blockade, si-
multaneously issuing an ultimatum with a short deadline (from 48 to 72 hours
was mentioned), and proceeding to military action if necessary after this dead-
line expired. International law required a declaration of war to set up a block-
ade, but this problem was ingeniously resolved by proposing to call it a "navaf
quarantine" of Cuba (Tapes, 190-196).

Some people held the same positions throughout these discussions (from

October 16 through 2l)-for example, the military Chiefs ofStaff constantly fa-
vored a major air strike-but others shifted their views, at times dramatically.
Bundy initially favored doing nothing (Tapes,172) and then switched toward a
preemptive surprise air attack (Tapes, 189). President Kennedy's own positions
also shifted away from an air strike toward a blockade. He wanted the U.S. re-
sponse to be firm. Although his reasons undoubtedly were mainly military and
geopolitical, as a good domestic politician he was also fully aware that a weak
response would hurt the Democratic party in the imminent Congressional elec-
tions. On the other hand, the responsibility of starting an action that might lead
to nuclear war weighed very heavily on him. He was impressed by the CIA's as-
sessment that some of the missiles were already operational, which increased
the risk that any air strike or invasion could lead to the Soviets' firing these mis-
siles and to large U.S. civilian casualties (Gamble,235). In the second week of
the crisis (October 22 through 28), his decisions seemed to constantly favor the
lowest-key options discussed by ExComm.

By the end of the first week's discussions, the choice lay between a blockade
and an air strike, two position papers were prepared, and in a straw vote on Oc-
tober 20 the blockade won 11 to 6 (War, 516). Kennedy made the decision to
start by imposing a blockade and announced it in a television address to the na-
tion on Monday, October 22.He demanded a halt to the shipment of Soviet mis-
siles to Cuba and a prompt withdrawal of those already there.
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Kennedy's speech brought the whole drama and tension into the public
arena. The United Nations held several dramatic but unproductive debates.
Other world leaders and the usual busybodies of international affairs offered
advice and mediatiorr.

Between October 23 and October 25, the Soviets at first tried bluster and de-
nial; Khrushchev called the blockade "banditry, a folly of international imperial-
ism" and said that his ships would ignore it. The Soviets, in the United Nations
and elsewhere, claimed that their intentions were purely defensive and issued
statements of deflance. In secret, they explored ways to end the crisis. This ex-
ploration included some direct messages from IGrrushchev to Kennedy. It also
included some very indirect and lower-level approaches by the Soviets. In fact,
as early as Monday, October 22-before Kennedy's TV address-the Soviet Pre-
sidium had decided not to let this crisis lead to war. By Thursday, October 25,
they had decided that they were willing to withdraw from Cuba in exchange for
a promise by the United States not to invade Cuba, but they had also agreed to
"look around" for better deals (Gamble, 24I,259). The United States did not
know any of the Soviet thinking about this.

In public as well as in private communications, the USSR broached the pos-
sibility of a deal concerning the withdrawal of U.S. missiles from Turkey and of
Soviet ones from Cuba. This possibility had already been discussed by Ex-
Comm. The missiles in Turkey were obsolete; so the United States wanted to re-
move them anyway and replace them with a Polaris submarine stationed in the
Mediterranean Sea. But it was thought that the Turks would regard the presence
of U.S. missiles as a matter of prestige and so it might be difficult to persuade
them to accept the change. (The Turks might also correctly regard missiles,
fixed on Turkish soil, as a firmer signal of the U.S. commitment to Turkey's de-
fense than an offshore submarine, which could move away on short notice; see
Tapes,568.)

The blockade went into effect on Wednesday, October 24. Despite their
public bluster, the Soviets were cautious in testing it. Apparently, they were sur-
prised that the United States had discovered the missiles in Cuba before the
whole installation program was completed; Soviet personnel in Cuba had ob-
served the U-2 overflights but had not reported them to Moscow (Tapes,68I).
The Soviet Presidium ordered the ships carrying the most sensitive materials
(actually the IRBM missiles) to stop or turn around. But it also ordered General
Issa Pliyev, the commander of the Soviet troops in Cuba, to get his troops
combat-ready and to use all means except nuclear weapons to meet any attack
(Tapes,682). In fact, the Presidium twice prepared (then canceled without send-
ing) orders authorizing him to use tactical nuclear weapons in the event of a
U.S. invasion (Gamble, 242-243, 272, 276). The U.S. side saw only that several
Soviet ships (which were actually carrying oil and other nonmilitary cargo)
continued to sail toward the blockade zone. The U.S. Na'ury showed some
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moderation in its enforcement of the blockade. A tanker was allowed to pass
without being boarded; another tramp steamer carrying industrial cargo was
boarded but allowed to proceed after only a cursory inspection. But tension was
mounting, and neither side's actions were as cautious as the top-level politi-
cians on both sides would have liked.

On the morning of Friday, October 26, IGrrushchev sent Kennedy a concilia-
tory private letter offering to withdraw the missiles in exchange for a u.s.
promise not to invade cuba. But later that day he toughened his stance. It
seems that he was emboldened by two items of evidence. First, the u.s. Navy
was not being excessively aggressive in enforcing the blockade. It had let
through some obviously civilian freighters; they boarded only one ship, the
Marucla, and let it pass after a cursory inspection. Second, some dovish state-
ments had appeared in u.s. newspapers. Most notable among them was an arti-
cle by the influential and well-connected syndicated columnist walter
Lippman, who suggested the swap whereby the United states would withdraw
its missiles in Turkey in exchange for the USSR's withdrawing its missiles in
cuba (Gamble,275). Khrushchev sent another letter to Kennedy on Saturday,
october 26, offering this swap, and this time he made the letter public. The new
letter was presumably a part of the presidium's strategy of ,.looking around,' for
the best deal. Members of Excomm concluded that the first letter was
Khrushchev's own thoughts but that the second was written under pressure
from hard-liners in the Presidium-or was even evidence that IGrrushchev was
no longer in control (Tapes, 4gB, sl2_5r3). In fact, both of Khrushchev,s letters
were discussed and approved by the presidium (Gamble,263,27S). j

Excomm continued to meet, and opinions within it hardened. one reason
was the growing feeling that the blockade by itself would not work. Kennedy's
television speech had imposed no firm deadline, and, as we know, in the ab-
sence of a deadline a compellent threat is'u'ulnerable to the opponent's procras_
tination. Kennedy had seen this quite clearly and as early as Monday, october
22: in rhe morning Excomm meeting preceding his speech, he commented, ,,I
don't think we're gonna be better off if they're just sitting there', (Tapes,216).
But a hard, short deadline was presumably thought to be too rigid. By Thursday,
others in Excomm were realizing the problem; for example, Bundy said, ,,fl.
plateau here is the most dangerous thing" (Tapes,423).Thehardening of the So-
viet position, as shornn by the public "saturday letter', that followed the concil_
iatory private "Friday letter," was another concern. More ominously, that
Friday, u.s. surveillance had discovered that there were tactical nuclear
weapons (FRoGs) in cuba (Tapes,475). This discovery showed the soviet pres-
ence there to be vastly greater than thought before, but it also made invasion
more dangerous to u.s. troops. Also on saturday, a u.S. u-2 plane was shot
dornm over cuba. (It now appears that this was done by the local commander,
who interpreted his orders more broadly than Moscow had intende d, (war, s37:
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Tapes,682). In addition, Cuban antiaircraft defenses fired at low-level U.S. re-
connaissance planes. The grim mood in ExComm throughout that Saturdaywas
well encapsulated by Dillon: "We haven't got but one more day" (Tapes,534).

On Saturday, plans leading to escalation were being put in place. An air
strike was planned for the following Monday, or Tuesday at the latest, and Air
Force reserves were called tp (Tapes,612-613). Invasion was seen as the in-
evitable culmination of events (Tapes, 537-538). A tough private letter to
Khrushchev from President Kennedy was drafted and was handed over by
Robert Kennedy to the Soviet Ambassador in Washington, Anatoly Dobrynin. In
it, Kennedy made the following offer: (1) The Soviet Union withdraws its mis-
siles and IL-28 bombers from Cuba with adequate veriflcation (and ships no
new ones). (2) The United States promises not to invade Cuba. (3) The U.S. mis-
siles in Turkey will be removed after a few months, but this offer is void if the
Soviets mention it in public or link it to the Cuban deal. An answer was required
within 12 to 24 hours; otherwise "there would be drastic consequences" (Tapes,

605-607).
On the morning of Sunday, October 28, just as prayers and sermons for peace

were being offered in many churches in the United States, Soviet radio broadcast
the text of a letter that IGrrushchev was sending to Kennedy, in which he an-
nounced that construction of the missile sites was being halted immediately and
that the missiles already installed would be dismantled and shipped back to the
Soviet Union. Kennedy immediately sent a reply welcoming this decision, which
was broadcast to Moscow by the Voice of America radio. It now appears that
IGtrushchev's decision to back dornm was made before he received Kennedy's let-
ter through Dobrymin but that the letter only reinforcedit (Tapes,68g).

That did not quite end the crisis. The U.S. Ioint Chiefs of Staff remained
skeptical of the Soviets and wanted to go ahead with their air strike (Tapes,635).

In fact, the construction activity at the Cuban missile sites continued for a few
days. Verification by the United Nations proved problematic. The Soviets tried
to make the Turkey part of the deal semipublic. They also tried to keep the IL-28
bombers in Cuba out of the withdrawal. Not until November 20 was the deal fl-
nally clinched and the withdrawal begun (Tapes,663-665; Gamble,298-310).

At first sight, the game-theoretic aspect of the crisis looks very simple. The
United States wanted the Soviet Union to withdraw its missiles from Cuba; thus
the U.S. objective was to achieve compellence. For this purpose, the United
States deployed a threat: Soviet failure to comply would eventually lead to a nu-
clear war between the superpowers. The blockade was a starting point of this
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inevitable process and an actual action that demonstrated the credibility of U.S.

resolve. In other words, Kennedy took IGrrushchev to the brink of disaster. This

was sufficiently frightening to ICrrushchev that he complied. The prospect of

nuclear annihilation was equally frightening to Kennedy, but that is in the na-

ture of a threat. All that is needed is that the threat be sufficiently costly to the

other side to induce it to act in accordance with our wishes; then we don't have

to carry out the bad action anyway.
A somewhat more formal statement of this argument proceeds by drawing a

game tree like that shown in Figure 14.1. The Soviets have installed the missiles,

and now the United States has the first move. It chooses between doing nothing

and issuing a threat. If the United States does nothinE, this is a major military

and political achievement for the Soviets; so we score the payoffs as -2 for the

United States and2for the Soviets.If the United States issues its threat, the So-

viets get to move, and they can either withdraw or defy. Withdrawal is a humilia-

tion (a substantial minus) for the Soviets and a reaffirmation of U.S. military

superiority (a small plus); so we score it I for the United States and -4 for the

Soviets. If the Soviets defy the U.S. threat, there will be a nuclear war. This out-

come is terrible for both, but particularly bad for the United States, which as a

democracy cares more for its citizens; so we score this - l0 for the United States

and -B for the Soviets. This quantification is very rough guesswork, but the con-

clusions do not depend on the precise numbers that we have chosen. If you dis-

agree with our choice, you can substitute other numbers you think to be a more

accurate representation; as long as the relatiue ranking of the outcomes is the

same, youwill get the same subgame-perfect equilibrium.

Now we can easily find the subgame-perfect equilibrium. If faced with th€

u.s. threat, the soviets get -4 from withdrawal and -B by defiance; so they pre-

fer to withdraw. Looking ahead to this outcome, the United States reckons on

getting I if it issues the threat and -2 if it does not; therefore it is optimal for the

u.s., usSR

1, -4

-10, -8

FIGURE 1 4.1 The Simple-Threat Model of the Crisis
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United States to make the threat. The outcome gives payoffs of 1 to the United
States and -4 to the Soviets.

But a moment's further thought shows this interpretation to be unsatisfac-
tory. One might start by asking why the Soviets would deploy the missiles in
Cuba at all, when they could look ahead to this unfolding of the subsequent
game in which they would come out the losers. But, more importantly, several
facts about the situation and several events in the course of its unfolding do not
fit into this picture of a simple threat.

Before explaining the shortcomings of this analysis and developing a better
explanation, however, we digress to an interesting episode in the crisis that
sheds light on the requirements of successful compellence. As pointed out in
Chapter 10, a compellent threat must have a deadline; otherwise the opponent
can nullify it by procrastination. The discussion of the crisis at the U.N. Security
Council on Tuesday, October 23, featured a confrontation between U.S. Ambas-
sador Adlai Stevenson and Soviet Ambassador Valerian Zorin. Stevenson asked
Zorin point-blank whether the USSR had placed and was placing nuclear mis-
siles in Cuba. "Yes or no-don't wait for the translation-yes or no?" he insisted.
Zorin replied: "I am not in an American courtroom. . . . You will have your an-
su,cr in due course," to which Stevenson retorted, "I am prepared to wait for my
answer until hell freezes over." This was dramatic debating; Kennedy watching
the session on live television remarked "Terrific. I never knew Adlai had it in
him" (Profile,406). But it was terrible strategy. Nothing would have suited the
Soviets better than to keep the Americans "waiting for their answer" while they
went on completing the missile sites. "Until hell freezes over" is an unsuitable
deadline for comoellence.

Let us return to developing a more satisfactory game-theoretic argument. As we
pointed out before, the idea that a threat has only a lower limit on its size-
namely, that it be large enough to frighten the opponent-is correct only if the
threatener can be absolutely sure that everything will go as planned. But almost
all games have some element of uncertainty. You cannot know your opponent's
value system for sure, and you cannot be completely sure that the players' in-
tended actions will be accurately implemented. Therefore a threat carries a
twofold risk. Your opponent may deSr it, requiring you to carry out the costly
threatened action; or your opponent may comply, but the threatened action
may occur by mistake an),'\May. \.\4ren such risks exist, the cost of threatened ac-
tion to oneself becomes an important consideration.
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The Cuban missile crisis was replete with such uncertainties. Neither side
could be sure of the other's payoffs-that is, of how seriously the other regarded
the relative costs of war and of losing prestige in the world. Also, the choices of
"blockade" and "air strike" were much more complex than the simple phrases
suggest, and there were many weak links and random effects between an order
in Washington or Moscow and its implementation in the Atlantic Ocean or in
Cuba.

Graham Allison's excellent book, Esserz ce of Decision, brings out all of these
complexities and uncertainties. They led him to conclude that the Cuban mis-
sile crisis cannot be explained in game-theoretic terms. He considers two alter-
natives: one explanation based on the fact that bureaucracies have their set
rules and procedures; another based on the internal politics of U.S. and Soviet
governance and military apparatuses. He concludes that the political explana-
tion is best.

We broadly agree but interpret the Cuban missile crisis differently. It is not
the case that game theory is inadequate for understanding and explaining the
crisis; rather, the crisis was not a two-person game-United States versus USSR,
or Kennedy versus Khrushchev. Each of these two "sides" was itself a complex
coalition of players, with differing objectives, information, actions, and means
of communication. The players within each side were engaged in other games,
and some members were also directly interacting with their counterparts on the
other side. In other words, the crisis can be seen as a complex many-person
game with alignments into two broad coalitions. Kennedy and Khrushchev can
be regarded as the top-level players in this game, but each was subject to con-
straints of having to deal with others in his ornm coalition with divergent views
and information, and neither had full control over the actions of these others.'
We argue that this more subtle game-theoretic perspective is not only a good
way to look at the crisis, but also essential in understanding how to practice
brinkmanship. We begin with some items of evidence that Allison emphasizes,
as well as others that emerge from other writings.

First, there are several indications of divisions of opinion on each side. On
the U.S. side, as already noted, there were wide differences within ExComm. In
addition, Kennedy found it necessary to consult others such as former President
Eisenhower and leading members of Congress. Some of them had very different
views; for example, Senator Fulbright said in a private meeting that the block-
ade "seems to me the worst alternative" (Tapes,27I).The media and the politi-
cal opposition would not give the President unquestioning support for too long
either. Kennedy could not have continued on a moderate course if the opinion
among his advisers and the public became decisively hawkish.

Individual people also shiftedpositions in the course of the 2 weeks. For ex-
ample, McNamara was at flrst quite dovish, arguing that the missiles in Cuba
were not a significant increase in the Soviet threat (Tapes, 89) and favoring
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blockade and negotiations (Tapes,191), but ended up more hawkish, arguing
that Icrrushchev's conciliatory letter of Friday, october 26, was "full of holes"
(Tapes,495, 585) and arguing for an invasion (Tapes,537). Most importantly, the
U.S. military chiefs always advocated a far more aggressive response. Even after
the crisis was over and everyone thought the united states had won a major
round in the cold war, Air Force General Curtis Lemay remained dissatisfled
and wanted action: "we lost! we ought to just go in there today and knock 'em
off," he said (Essence,206; Profile, 425).

Even though IGrrushchevwas the dictator of the Soviet Union, he was not in
full control of the situation. Differences of opinion on the Soviet side are less
well documented, but, for what it is worth, later memoirists have claimed that
IGrrushchev made the decision to install the missiles in Cuba almost unilater-
ally, and, when he informed them, they thought it a reckless gamble (Tapes,674;
Gamble,lB0). There were limits to how far he could count on the presidium to
rubber-stamp his decisions. Indeed,2 years later, the disastrous cuban adven-
ture was one of the main charges leveled against IGrrushchev when the Presid-
ium dismissed him (Gamble, 353-355). It has also been claimed that
Khrushchev wanted to defy the u.s. blockade, and only the insistence of First
Deputy Premier Anastas Mikoyan led to the cautious response (War, S2l). Fi-
nally, on Saturday, october 27, castro ordered his antiaircraft forces to fire on
all u.s. planes overflying cuba and refused the soviet ambassador's request to
rescind the order (War,544).

Various parties on the U.S. side had very different information and a very
different understanding of the situation, and at times this ted to actions that
were inconsistent with the intentions of the leadership or even against their ex-
plicit orders. The concept of an "air strike" to destroy the missiles is a good ex-
ample. The nonmilitary people in ExComm thought this would be very
narrowly targeted and would not cause significant Cuban or Soviet casualties,
but the Air Force intended a much broader attack. Luckily, this difference came
out in the open early, leading Excomm to decide against an air strike and the
President to turn down an appeal by the Air Force (Essence, 123, 209). As for the
blockade, the u.S. Nar,y had set procedures for this action. The political leader-
ship wanted a different and softer process: form the ring closer to cuba to give
the soviets more time to reconsider, allow the obviously nonmilitary cargo
ships to pass unchallenged, and cripple but not sink the ships that defii chal-
lenge. Despite McNamara's explicit instructions, however, the Nar,y mostly fol-
lowed its standard procedures (Essence,130-132). The u.s. Air Force created
even greater dangers. AU-2 plane drifted "accidentally" into soviet air space
and almost caused a serious setback. General Curtis Lemay, acting without the
President's knowledge or authorization, ordered the Strategic Air command's
nuclear bombers to fly past their "turnaround" points and some distance to-
ward Soviet air space to positions where they would be detected by soviet
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radar. Fortunately, the Soviets responded calmly; Khrushchev merely protested

to Kennedy.a
There was similar lack of information and communication, as well as weak-

ness of the chain of command and control, on the Soviet side. For example, the
construction of the missiles was left to the standard bureaucratic procedures. The
Soviets, used to construction of ICBM sites in their onm country where they did
not face significant risk of air attack, laid out the sites in Cuba in similar way,
where they would have been much more vulnerable. At the height of the crisis,
when the Soviet SA-2 troops saw an overflying U.S. U-2 plane on Friday, October
26, Pliyev was temporarily away from his desk and his deputy gave the order to
shoot it dornm; this incident created far more risk than Moscow would have
wished (Gamble,277-2BB). And at numerous other points-for example, when
the U.S. Navywas tr)tng to get the freighter Maruclato stop and be boarded-the
people involved might have set off an incident with alarming consequences by
taking some action in fear of the immediate situation. Even more dramatically, it
was revealed that a Soviet submarine crew warned to surface when approaching
the quarantine line on October 27, did consider firing a nuclear-tipped torpedo
that it carried on board (unbekno',nm to the U.S. Navy). The firing authorization
rule required the approval of three offlcers, only two of whom agreed; the third of-
ficer, himself, may have prevented all-out nuclear war.s

All these factors made the outcome of any decision by the top-level com-
mander on each side somewhat unpredictable.This gave rise to a substantial risk
of the "threat going wnong." In fact, Kennedy thought that the chances of the
blockade leading to war were "between one out of three and even" (Essence, L).

As we pointed out, such uncertainty can make a simple threat too large to
be acceptable to the threatener. We will take one particular form of the uncer-
tainty-namely, U.S. lack of knowledge of the Soviets' true motives-and ana-
lyze its effect formally, but similar conclusions hold for all other forms of
uncertainty.

Reconsider the game shor,rm in Figure 14.1. Suppose the Soviet payoffs from
withdrawal and defiance are the opposite of what they were before: -B for with-
drawal and -4 for defiance. In this alternative scenario, the Soviets are hardliners.
They prefer nuclear annihilation to the prospect of a humiliating withdrawal and

4Richard Rhodes, Dark Sun: The Making of the Hydrogen Bomb (New York: Simon & Schuster,
f995), pp. 573-575. Lemay, renov,rred for his extreme views and his constant chewing of large unlit
cigars, is supposed to be the original inspiration, in the 1963 movie Dr. Strangeloue, for General Jack
D. Ripper, who orders his bomber wing to launch an unprovoked attack on the Soviet Union.

sThis story became public in a conference held in Havana, Cuba, in October 2002, Io mark the
40th anniversary of the missile crisis. See Kevin Sullivan, "40 Years After Missile Crisis, Players Swap
Stories in Cttba," Washington Post, October 13,2002, p. A2B. Vadim Orlov, who was a member of the
Soviet submarine crew, identifled the offlcer who refused to flre the torpedo as Vasili Arkhipov, who
died in 1999.
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the prospect of living in a world dominated by the capitalist United States; their
slogan is "Better dead than red-white-and-blue." We show the game tree for this
case in Figure 14.2. Now, if the United States makes the threat, the Soviets defy it.
So the United States stands to get - I0 from the threat but only -2 if it makes no
threat and accepts the presence of the missiles in Cuba. It takes the lesser of the
two evils. In the subgame-perfect equilibrium of this version of the game, the So-
viets "win" and the U.S. threat does not work.

In reality, when the United States makes it move, it does not know whether
the Soviets are hard-liners, as in Figure I4.2, or softer, as in Figure 14.1. The
United States can try to estimate the probabilities of the two scenarios, for ex-
ample, by studying past Soviet actions and reactions in different situations. We
can regard Kennedy's statement that the probability of the blockade leading to
war was between one-third and one-half this estimate of the probability that the
Soviets are hard-line. Because the estimate is imprecise over a range, we work
with a general symbol, p, for the probability, and examine the consequences of
different values of p.

The tree for this more complex game is shown in Figure 14.3. The game
starts with an outside force (here labeled "Nature") determining the Soviets'
type. Along the upper branch of Nature's choice, the Soviets are hard-line. This
leads to the upper node, where the United States makes its decision whether to
issue its threat, and the rest of the tree is exactly like the game in Figure 14.2.
Along the lower branch of Nature's choice, the Soviets are soft. This leads to the
lower node, where the United States makes its decision whether to issue its
threat, and the rest of the tree is exactlylike the game in Figure 14.1. But the
United States does not know from which node it is making its choice. Therefore
the two U.S. nodes are enclosed in an "information set." Its significance is that
the United States cannot take different actions at the nodes within the set, such
as issuing the threat only if the Soviets are soft. It must take the same action at

u.s., ussR

1, -8

-10, -4

FIGURE 14.2 The Game with Hard-Line Soviets
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FIGURE 14.3 The Threat with Unknown Soviet Pavoffs

both nodes, either threatening at both nodes or not threatening at both. It must

make this decision in the light of the probabilities that the game might in truth

be "located" at the one node or the other-that is, by calculating the expected
payoffs of the two actions.

The Soviets themselves know what type they are. So we can do some roll-

back near the end of the game. Along the upper path, the hard-line Soviets will

deff a U.S. threat and, along the lower path, the soft Soviets will withdraw in the
face of the threat. Therefore the United States can look ahead and calculate that

a threat will get a -10 if the game is actually moving along the upper path (a

probability of p), and a I if it is moving along the lower path (a probability of
| - p). The expected U.S. payoff from making the threat is therefore -L}p +
(r-p): I - I rp.

If the United States does not make the threat, it gets a -2 along either path;

so its expected payoff is also-2. Comparing the expected payoffs of the two ac-
tions, we see that the United States should make the threat if I - llp ) -2, or
l lp<3,or p<3l IL:0.27.
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If the threat were sure to work, the United States would not care how bad its
payoff could be if the soviets defled it, whether - 10 or even far more negative.
But the risk that the Soviets might be hard-liners and thus defy a threat makes
the - l0 relevant in the U.S. calculations. Only if the probability, p, of the Sovi-
ets' being hard-line is small enough will the united States flnd it acceptable to
make the threat. Thus the upper limit of 3 / 1 I on p is also the upper limit of this
U.S. tolerance, given the speciflc numbers that we have chosen. If we choose
different numbers, we will get a different upper limit; for example, if we rate a
nuclear war as - 100 for the united states, then the upper limit on p will be only
3/ 101. But the idea of a large threat being "too large to make" if the probability
of its going wrong is above a critical limit holds in general.

On this instance, Kennedy's estimate was that p lay somewhere in the range
from l/3 Io l12. The lower end of this range,0.33, is unfortunately just above
our upper lirnit 0.27 for the risk that the United States is willing to tolerate.
Therefore the simple bald threat "if you defy us, there will be nuclear war" is too
large, too risky, and too costly for the United States to make.

If an outright threat of war is too large to be tolerable and if you cannot find an-
other, naturally smaller threat, then you can reduce the threat by creating
merely a probability rather than a certainty that the dire consequences for the
other side will occur if it does not comply. However, this does not mean that you
decide after the fact whether to take the drastic action. If you had that freedom,
you would shirk from the terrible consequences, your opponents would know
or assume this, and so the threat would not be credible in the flrst place. you
must relinquish some freedom of action and make a credible commitment. In
this case, you must commit to a probabilistic device.

\.44ren making a simple threat, one player says to the other player: "If you
don't comply, somethingwill surely happen that will be very bad for you. By the
way, it will also be bad for me, but my threat is credible because of my reputa-
tion [or through delegation or other reasons]." With a probabilistic threat, one
player says to the other, "if you don't comply, there is a rz,skthat somethingvery
bad for you will happen. By the way, it will also be very bad for me, but later I
will be powerless to reduce that risk."

Metaphorically, a probabilistic threat of war is a kind of Russian roulette (an
appropriate name in this context). You load a bullet into one chamber of a re-
volver and spin the barrel. The bullet acts as a "detonator" of the mutually costly
war. when you pull the trigger, you do not know whether the chamber in the fir-
ing path is loaded. If it is, you may wish you had not pulled the trigger, but by
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then it will be too late. Before the fact, you would not pull the trigger if you knew

that the bullet was in that chamber (that is, if the certainty of the dire action

were too costly), but you are willing to pull the trigger knowing that there is only

a I in 6 chance-in which the threat has been reduced by a factor of 6, to a point

where it is now tolerable.
Brinkmanship is the creation and control of a suitable risk of this kind. It re-

quires two appalently inconsistent things. On the one hand, you must let mat-

ters get enough out of your control that you will not have full freedom after the

fact to refrain from taking the dire action, and so your threat will remain credible'

On the other hand, you must retain sufficient control to keep the risk of the ac-

tion from becoming too large and your threat too costly. Such "controlled lack of

control" looks difflcult to achieve, and it is. We will consider in Section 5 how the

trick can be performed. Iust one hint: All the complex differences of judgment,

the dispersal of information, and the difficulties of enforcing orders, which made

a simple threat too risky, are exactly the forces that make it possible to create a

risk of war and therefore make brinkmanship credible. The real difflculty is not

how to lose control, but how to do so in a controlled way.

We first focus on the mechanics of brinkmanship. For this purpose, we

slightly alter the game of Figure 14.3 to get Figure I4.4. Here, we introduce a dif-

ferent kind of U.S. threat. It consists of choosing and fixing a probability, Q, such

that, if the Soviets defu the United States, war will occur with that probability.

With the remaining probability, (l - q), the United States will give up and agree

to accept the Soviet missiles in Cuba. Remember that, if the game gets to the

point where the Soviets defy the United States, the latter does not have a choice

in the matter. The Russian-roulette revolver has been set for the probability, q,

and chance determines whether the firing pin hits a loaded chamber (that is'

whether nuclear war actually happens).

Thus nobody knows the precise outcome and payoffs that will result if the

Soviets defy this brinkmanship threat, but they know the probability, q, arld can

calculate expected values. For the United States, the outcome is -10 with the

probability q and -2 with the probability (l - q); so the expected value is

- I }q-2(L-q):-2-Bq.

For the Soviets, the expected payoff depends on whether they are hard-line or

soft (and only they know their own type). If hard-line, they get a -4 from war,

which happens with probab ility q, and a 2 if the United States gives up, which

happens with the probability (I - q). The Soviets' expected payoff is -4q + 2

(l - q) :2 - 6q.If theywere to withdraw, theywould get a -8, which is clearly

worse no matter what value 4 takes between 0 and 1. Thus the hard-line Soviets

will defuthe brinkmanship threat.

The calculation is different if the Soviets are soft. Reasoning as before, we see

that they get the expected payoff -Bq + 2(I - q) : 2 - Ijq from defiance, and
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FIGURE 1 4.4 The Brinkmanship Model of the Crisrs

the sure payoff -4 if they withdraw. For them, withdrawal is better if -4 >
2 - l}q, or l\q > 6, or q > 0.6. Thus U.S. brinkmanship must contain at least a 60%
probability of war; otherwise it will not deter the Soviets, even if they are the soft
type. we call this lower bound on the probability 4 the effectiveness condition.

Observe how the expected payoffs for U.S. brinkmanship and Soviet defi-
ance shornm in Figure 14.4 relate to the simple-threat model of Figure 14.3; the
latter can now be thought of as a special case of the general brinkmanship-
threat model of Figure 14.4, corresponding to the extreme value q : 1.

We can solve the game shonm in Figure 14.4 in the usual way. We have al-
ready seen that along the upper path the Soviets, being hard-line, will defu the
united states and that along the lower path the soft Soviets will comply with
U.S. demands if the effectiveness condition is satisfied. If this condition is not
satisfied, then both types of soviets will defu the united states; so the latter
would do better never to make this threat at all. so let us proceed by assuming
that the soft soviets will comply; we look at the u.s. choices. Basically, how risky
can the U.S. threat be and still remain tolerable to the United States?
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If the United States makes the threat, it runs the risk, p, that it will en-
counter the hard-line Soviets, who will defy the threat. Then the expected U.S.
payoff will be (-2 - 8q), as calculated before. The probability is (t - p) that the
United States will encounter the soft-type Soviets. We are assuming that they
comply; then the United States gets a 1. Therefore the expected payoff to the
United States from the probabilistic threat, assuming that it is effective against
the soft-type Soviets, is

(-2 -Bq) x p + |  x (1 -  p) :  -Bpq - 3p + L

If the United States refrains from making a threat, it gets a -2. Therefore the
condition for the United States to make the threat is

-Bpq -  3p + l> -2

ql-a
or q <;  p-- :  0.375(t  -  p) l  p.

That is, the probability of war must be small enough to satisfz this expression or
the United States will not make the threat at all. We call this upper bound on 4
the acceptability condition. Note that p enters the formula for the maximum
value of q that will be acceptable to the United States; the larger the chance that
the Soviets will not give in, the smaller the risk of mutual disaster that the
United States finds acceptable.

If the probabilistic threat is to work, it should satisry both the effectiveness
condition and the acceptability condition. We can determine the appropriate
level of the probability of war by using Figure 14.5. The horizontal axis is the
probability, p, that the Soviets are hard-line, and the vertical axis is the probabil-
ity, q, that war will occur if they defy the U.S. threat. The horizontal line q : 0.6
gives the lower limit of the effectiveness condition; the threat should be such that
its associated (p, q) combination is above this line if it is to work even against the
soft-type Soviets. The curve q: 0.375(I - p)lp gives the upper limit of the ac-
ceptability condition; the threat should be such that (p,4) is below this curve if it
is to be tolerable to the United States even with the assumption that it works
against the soft-type Soviets. Therefore an effective and acceptable threat should
fall somewhere between these two lines, above and to the left of their point of in-
tersection, at p : 0.38 and q : 0.6 (sholtn as a gray "wedge" in Figure 14.5).

The curue reaches 4 : I when p : 0.27. For values of p less than this value,
the dire threat (certainty of war) is acceptable to the United States and is effec-
tive against the soft-ty?e Soviets. This just conflrms our analysis in Section 3.

For values of p in the range from 0.27 to 0.38, the dire threat with 4 - I puts
(p, q) to the right of the acceptability condition and is too large to be tolerable to
the United States. But a scaled-down threat can be found. For this range of val-
ues of p, there are some values of 4low enough to be acceptable to the United
States and yet high enough to compel the soft-type Soviets. Brinkmanship
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FIGURE 14.5 Condit ions of Successful Brinkmanshio

(using a probabilistic threat) can do the job in this situation, whereas a simple
dire threat would be too risky.

If p exceeds 0.38, then there is no value of q that satisfles both conditions. If
the probability that the soviets will never give in is greater than 0.38, then any
threat large enough to work against the soft-type Soviets (q > O.O) creates a risk
of war too large to be acceptable to the united states. If p > 0.38, therefore, the
united states cannor help itself by using the brinkmanship strategy.

If Kennedy has a very good estimate of the probability, p, of the soviets being
hard-liners, and is very confldent about his ability to control the risk, q, thatthe
blockade will lead to nuclear war, then he can calculate and implement his best
strategy. As we saw in section 3, if p < 0.22 , the dire threat of a certainty of war is
acceptable to Kennedy. (Even then he will prefer to use the smallest effective
threat-namely, q: 0.6.) rf p is between 0.27 and 0.38, then he has to use
brinkmanship. Such a threat has to have the risk of disaster 0.6 < q < 0.375
(r - p) I p' and again Kennedy prefers the smallest of this range-nam ely, q : 0.6.
If p > 0.38, then he should give in.

In practice Kennedy does not know p precisely; he only estimates that it lies
within the range from l/3 to Ll2. similarly, he cannot be confident about the
exact location of the critical value of q in the acceptability condition. That

1
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depends on the numbers used for the Soviet payoffs in various outcomes-for

example, -B (for war) versus -4 (for compliance)-and Kennedy can only esti-

mate these values. Finally, he may not even be able to control the risk created by

his brinkrnanship action very precisely. All these ambiguities make it necessary

to proceed cautiously.
Suppose Kennedy thinks that p: 0.35 and issues a threat backed by an ac-

tion that carries the risk q : 0.65. The risk is greater than what is needed to be

effective-namely, 0.6. The limit of acceptability is 0.375 x (1 0.35)/0.35 : 0.7,

and the risk q : 0.65 is less than this limit. Thus, according to Kennedy's calcu-

lations, the risk satisfles both of the conditions-effectiveness and acceptability.

However, suppose Kennedy is mistaken. For example, if he has not realized that

Lemay might actually defy orders and take an excessively aggressive action,

then q may in reality be higher than Kennedy thinks it is; for example, q may

equal 0.8, which Kennedyl,vould regard as too risky. or suppose p is actually 0.4;

then Kennedy would regard even q - 0.65 as too risky. Or, Kennedy's experts

may have misestimated the values of the Soviet payoffs. If they rate the humilia-

tion of withdrawal as -5 instead of -4, then the threshold of the effectiveness

condition will actually be q :0'7, and Kennedy's threat with 4 : 0'65 will go

wrong.
All that Kennedy knows is that the general shape of the effectiveness and ac-

ceptability conditions is like that shown in Figure 14.5. He does not know p for

sure. Therefore he does not know exactly what value of q to choose to fulflll both

the effectiveness and the acceptability conditions; indeed, he does not even

know if such a range exists for the unknown true value of 7c: it might be greater

than or less than the borderline value of 0.38 that divides the two cases. And he

is not able to fix 4 very precisely; therefore, even if he knew p, he would not be

able to act confident of his willingness to tolerate the resulting risk.

With such hazy information, imprecise control, and large risks, what is

Kennedy to do? He has to explorethe boundaries of the Soviets' risk tolerance as

well as his or,rm. It would not do to start the exploration with a value of 4 that

migtrt turn out to be too high. Instead, Kennedy must explore the boundaries

"from below"; he must start with something quite safe and gradually increase

the level of risk to see "who blinks flrst." That is exactly how brinkmanship is

practiced in realiry.
We explain this with the aid of Figure 14.5. Observe the red-shaded area. Its

Ieft and right boundafies, p : l/3 and p : rl2, correspond to the limits of

Kennedy's estimated range of p.The lower boundary is the horizontal axis (4 :

0). The upper boundary is composed of two segments. For p < 0.38, this seg-

ment corresponds to the effectiveness condition; for p > 0.38, it corresponds to

the acceptability condition. Remember that Kennedy does not know the precise

positions of these boundaries but must grope toward them from below. There-

fore the red-shaded region is where he must start the process.
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Suppose Kennedy starts with a very safe action-say, q equaling approxi-
mately 0.01 (1%). In our context of the Cuban missile crisis, we can think of this
as his television speech, which announced that a quarantine would soon go into
effect. At this juncture, the point with coordinates (p, q) lies somewhere near the
bottom edge of the shaded region. Kennedy does not know exactly where, be-
cause he does not know p for sure. But the overwhelming likelihood is that at
this point the threat is quite safe but also ineffective. Therefore Kennedy esca-
lates it a little bit. That is, he moves the point (p, q) ina veftically upward direc-
tion from wherever it was initially. This could be the actual start of the
quarantine. If that proves to be still safe but ineffective, he jacks up the risk one
more notch. This could be the leaking of information about bombing plans.

As he proceeds in this way, eventually his exploration will encounter one of
the boundaries of the red-shaded area in Figure 14.5, and which boundary this
is depends on the value of p. one of two things comes to pass. Either the threat
becomes serious enough to deter the Soviets; this happens if the true rralue of p
is less than its true critical value, here 0.3g. on the diagram, we see this as a
movement out of the red-shaded area and into the area in which the threat is
both acceptable and effective. Then the soviets concede and Kennedy has won.
or, the threat becomes too risky for the united states; this happens if p > 0.38.
Kennedy's exploration in this case pushes him above the acceptability condi-
tion. Then Kennedy decides to concede, and Khrushchev has won. Again rve
point out that, because Kennedy is not sure of the true value of p, he does not
know in advance which of these two outcomes will prevail. As he gradually esca-
lates the risk, he may get some clues from soviet behavior that enable him to
make his estimate of p somewhat more precise. Eventually he will reach suffi-
cient precision to know which part of the boundary he is headed toward and
therefore whether the Soviets will concede or the United States must be the
player to do so.

Actually, there are two possible outcomes only so long as the ever-present
and steadily increasing mutual risk of disaster does not come to pass as
Kennedy is groping through the range of ever more risky military options.
Therefore there is a third possibility-namely, that the explosion occurs before
either side recognizes that it has reached its limit of tolerance of risk and climbs
down. This continuing and rising risk of a very bad outcome is what makes
brinkmanship such a delicate and dangerous srraregy.

Thus brinkmanship in practice is the gradual escalation of the risk of mu-
tual harm. It can be visualized vividly as chicken in real time. In our analysis of
chicken in chapter 4, we gave each player a simple binary choice: either go
straight or swerve. In reality, the choice is usually one of timing. The two cars
are rushing toward each other, and either player can choose to swerve at any
time. \Mhen the cars are very far apart, swerving ensures safety. As they get
closer together, they face an ever-increasing risk that they will collide anywav,

http://freepdf-books.com



494 [CH. 14] BRTNKMANSHIP

that even swerving will not avoid a collision. As the two players continue to

drive toward each other, each is exploring the limit of the other's willingness to

take this risk and is perhaps at the same time exploring his own limit. The one

who hits that limit first swerves. But there is always the risk that they have left it

long enough and are close enough that, even after choosing Swerve, they can no

longer avoid the collision.
Now we see why, in the Cuban missile crisis, the very features that make it

inaccurate to regard it as a two-person game make it easier to practice such

brinkmanship. The blockade was a relatively small action, unlikely to start a nu-

clear war at once. But, once Kennedy set the blockade in motion, its operation,

escalation, and other features were not totally under his control. So Kennedy

was not saying to I(rrushchev, "If you defy me (cross a sharp brink), I will coolly

and deliberately launch a nuclear war that will destroy both out peoples."

Rather, he was saying, "The wheels of the blockade have started to turn and are

gathering their own momentum. The more or longer you defy me, the more

likely it is that some opelating procedure will slip up, the political pressure on

me will rise to a point where I must give in, or some hawk will run amok. If this

risk comes to pass, I will be unable to prevent nuclear war, no mattel how much

I may regret it at that point. Only you can now defuse the tension by complying

with my demand to withdraw the missiles."
We believe that this perspective gives a much better and deeper under-

standing of the crisis than can most analyses based on simple threats. It tells us

why the riskof war played such an important role in all discussions. It even

makes Allison's compelling arguments about bureaucratic procedures and in-

ternal divisions on both sides an integral part of the picture: these features allow

the top-level players on both sides to credibly lose some control-that is, to

practice brinkmanship.
One important condition remains to be discussed. In Chapter 10, we saw

that every threat has an associated implicit promise-namely, that the bad con-

sequence will not take place if your opponent complies with your wishes. The

same is required for brinkmanship. If, as you are increasing the level of risk,

your opponent does comply, you must be able to "go into reverse"-begin re-

ducing the risk immediately and quite quickly remove it from the picture. Oth-

erwise the opponent would not gain anlthing by compliance. This may have

been a problem in the Cuban missile crisis. If the Soviets feared that Kennedy

could not control hawks such as Lemay ("We ought to just go in there today and

knock 'em off"), they would gain nothing by giving in.

To reemphasize and sum up, brinkmanship is the strategy of exposing your

rival and yourself to a gradually increasing risk of mutual harm. The actual oc-

currence of the harmful outcome is not totally within the threatener's control.

Viewed in this way, brinkmanship is everywhere. In most confrontations-for

example, between a company and a labor union, a husband and a wife, a parent
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and a child, and the President and Congress-one player cannot be sure of the
other party's objectives and capabilities. Therefore most threats carry a risk of
error, and every threat must contain an element of brinkmanship. We hope that
we have given you some understanding of this strategy and that we have im-
pressed on you the risks that it carries. You will have to face up to brinkmanship or
to conduct it yourself on many occasions in your personal and professional lives.
Please do so carefully, with a clear understanding of its potentialities and risks.

To help you do so, we now recapitulate the important lessons learned from
the handling of the Cuban missile crisis, reinterpreted as a labor union leader-
ship contemplating a strike in pursuit of its wage demand, unsure whether this
will result in the whole firm shutting down:

l. Start small and safe. Your first step should not be an immediate walkout;
it should be to schedule a membership meeting at a date a few days or weeks
hence, while negotiations continue.

2. Raise the risks gradually. Your public and private statements, as well as
the stirring up of the sentiments of the membership, should induce manage-
ment to believe that acceptance of its current low-wage offer is becoming less
and less likely. If possible, stage small incidents-for example, a few one-day
strikes or local walkouts.

3. As this process continues, read and interpret signals in management's
actions to figure out whether the flrm has enough proflt potential to afford the
union's high-wage demand.

4. Retain enough control over the situation; that is, retain the power to in-
duce your membership to ratify the agreement that you will reach with manage-
ment; otherwise management will think that the risk will not deescalate even if
it concedes your demands.

SUMMARY

In some game situations, the risk of error in the presence of a threat may call for
the use of as small a threat as possible. \,\hen a large threat cannot be reduced in
other ways, it can be scaled down by making its fulfillment probabilistic. Strate-
gic use of probabilistic threat, in which you expose your rival and yourself to an
increasing risk of harm, is called brinkmanship.

Brinkmanship requires a player to relinquish control over the outcome of
the game without completely losing control. You must create a threat with a risk
level that is both large enough to be effective in compelling or deterring your
rival and small enough to be acceptable to you. To do so, you must determine
the levels of risk tolerance of both players through a gradual escalation of the
risk of mutual harm.
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The Cuban missile crisis of 1962 serves as a case study in the use of
brinkmanship on the part of President Kennedy. Analyzing the crisis as an ex-
ample of a simple threat, with the U.S. blockade of Cuba establishing credibility,
is inadequate. A better analysis accounts for the many complexities and uncer-
tainties inherent in the situation and the likelihood that a simple threat was too
risky. Because the actual crisis included numerous political and military play-
ers, Kennedy was able to achieve "controlled loss of control" by ordering the
blockade and gradually letting incidents and tension escalate, until Khrushchev
yielded in the face of the rising risk of nuclear war.

iiiirri::i'ir, iiiiiliriiiiilitl: KEY TERMS fiif$H*${.!}ll"f+r},1l

acceptability condition (490)

chicken in real time (493)

effectiveness condition (489)

gradual escalation ofthe risk of
mutual harm (493)

probabilistic threat (487)

#,1ji+$,*t{ifrtii' EXERC|SES .{*;biHfif*lri.t#,; l

1. In the text, we argue that the payoff to the United States is - 10 when (either
type) Soviets defy the U.S. threat; these payoffs are illustrated in Figure 14.3.
Suppose now that this payoff is in fact - 12 rather than - 10.
(a) Incorporate this change in payoff into a game tree similar to the one in

Figure 14.4.
(b) Using the payoffs from your game tree in part a, find the effectiveness

condition for this version of the U.S.-USSR brinkmanship game.
(c) Using the payoffs from part a, find the acceptability condition for this

game.
(d) Draw a diagram similar to that in Figure 14.5, illustrating the effective-

ness and acceptability conditions found in parts b and c.
(e) For what values of p, the probability that the Soviets are hard-line, is the

pure threat (q : t) acceptable? For what values of p is the pure threat un-
acceptable but brinkmanship still possible?

(f) If Kennedy were correct in believing that p lay between ll3 and Il2,
does your analysis of this version of the game suggest than an effective
and acceptable probabilistic threat existed? Use this example to ex-
plain how a game theorist's assumptions about player payoffs can
have a major effect on the predictions that arise from the theoretical
model.
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2. consider a game between a union and the company that employs the union
membership. The union can threaten to strike (or not) to get the company to
meet its wage and beneflts demands. The company, when faced with a
threatened strike, can choose to concede to the demands of the union or to
defy its threat of a strike. The union, however, does not know the company,s
profit position when it decides whether to make its threat; it does not know
whether the company is sufficiently profitable to meet its demands (and the
company's assertions in this matter cannot be believed). Nature determines
whether the company is profltable; the probability that the firm is unprof-
itable is p.

The payoff structure is as follows: (i) \i\4ren the union makes no threat,
the union gets a payoff of 0 (regardless of the profitability of the company)
and the company gets a payoff of 100 if it is profitable but a payoff of l0 if it is
unprofltable. A passive union leaves more profit for the company if there is
any proflt to be made. (ii) \.44ien the union threatens to strike and the com-
pany concedes, the union gets 50 (regardless of the profitability of the com_
pany) and the company gets 50 if it is profitable but -40 if ir is not. (iii) \A/hen
the union threatens to strike and the company defies the union,s threat, the
union must strike and gets -100 (regardless of the profitability of the com-
pany) and the company gets - 100 if it is profitable and - l0 if it is not. Defl-
ance is very costly for a profitable company but not so costly for an
unprofitable one.
(a) \A4rat happens when the union uses the pure threat to strike unless the

company concedes to the union's demands?
(b) Suppose that the union sets up a situation in which there is some risk,

with probability q < l, that it will strike after its threat is defied by the
company. This risk may arise from the union leadership's imperfect abil-
ity to keep the membership in line. Draw a game tree similar to Figure
14.4. for this game.

(c) \Ahat happens when the union uses brinkmanship, threatening to strike
with some unknown probability 4 unless the company concedes to its
demands?

(d) Derive the effectiveness and acceptability conditions for this game, and
deterrnine the values for p and 4 for which the union can use a pure
threat, brinkmanship, or no threat at all.

3. Scenes from many movies illustrate the concept of brinkmanship. Analyze
the following descriptions from this perspective. V\4rat were the risks the two
sides faced? How did they increase in the course of execution of the
brinkmanship threat?
(a) In a scene from the 1980 film The Gods Must Be crazy, a rebel who had

been captured in an attempt to assassinate the president of an African
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country is being interrogated. He stands blindfolded with his back to the
open door of a helicopter. Above the noise of the helicopter rotors, an of-
ficer asks him "Who is your leader? \.\4rere is your hideout?" The man

does not answer, and the officer pushes him out of the door. In the next

scene, we see that the helicopter, although its engine is running, is actu-

ally on the ground, and the man has fallen 6 feet on his back. The officer

appears at the door and says, laughing, "Next time it will be a little

higher."
(b) In the 1998 film A Simple Plan two brothers remove some of a $4.4 mil-

lion ransom payment that they find in a crashed airplane. After many in-

triguing twists of fate, the remaining looter, Hank, finds himself in

conference with an FBI agent. The agent, who suspects but cannot prove

that Hank has some of the missing money, fllls Hank in on the story of

the money's origins and tells him that the FBI possesses the serial num-

bers of about I of every 10 of the bills in that original ransom payment.

The agent's final words to Hank are, "Now it's simply a matter of waiting

for the numbers to turn up. You can't go around passing $100 bills with-
out eventually sticking in someone's memory."

(c) In the 1941 movie classic The Maltese Falcon, the hero Sam Spade
(Humphrey Bogart) is the only person who knows the location of the im-

mensely valuable gem-studded falcon figure, and the villain Caspar Gut-

man (sydney Greenstreet) is threatening to torture him for that
information. Spade points out that torture is useless unless the threat of

death lies behind it, and Gutman cannot afford to kill Spade, because

then the information dies with him; therefore he may as well not bother
with the threat of torture. Gutman replies: "That is an attitude, sir, that
calls for the most delicate judgment on both sides, because, as you know,

sir, men are likely to forget in the heat of action where their best interests

lie and let their emotions carry them away."

4. In this exercise, we provide several examples of the successful use of
brinkmanship, where "success" is indicative of a mutually acceptable deal
being reached by the two sides. For each example, (i) identify the interests of
the parties; (ii) describe the nature of the uncertainty inherent in the situa-
tion; (iii) give the strategies the parties used to escalate the risk of disaster;
(M discuss whether the strategies were good ones; and (v) [Optional] if you

can, set up a small mathematical model of the kind presented in the text of
this chapter. In each case, we provide a few readings to get you started; you

should locate more by using the resources of your library and resources on
the World Wide Web such as Lexis-Nexis.
(a) The Uruguay Round of international trade negotiations that started in

1986 and led to the formation of the World Trade Organization in 1994.
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Reading: John H. Iackson, The World Trading System,2nd ed. (Cam_
bridge: MIT press,1997), pp. 44_49 and chaps. l2 and 13.

@) rhe camp David accords between Israel and Egypt in 1978. Reading:
william B. euandt, camp Dauid: peacemaking and poritics fwashington,
DC: Brookings Institution, l g86).

(c) The negotiations between the south African apartheid regime and the
African National congress to estabrish a new constitution with majority
rule, 1989 to 1994. Reading: Nrister Sparks , Tomorrow Is Another country
(NewYork: Hill and Wang, 1995).

5' In this exercise, we provide several examples of the unsuccessful use of
brinkmanship. In this case, brinkmanship is considered ..unsuccessful,,
when the mutuaily bad outcome (disaster) occurred. Answer the questions
outlined in Exercise 4 for the following situations:
(a) The confrontation between the regime and the student prodemocracy

demonstrators in Beijing, rg'g. Readings: Massacre in Beijing: china,s
struggle for Democracy, ed. Donald Morrison (Newyork ,.fime 

Magazine
Publications, r9B9); china's search for Democracy: The student and Mass
Mouement of lg,g, ed. Suzanne ogden, Kathleen Hartford, L. sullivan,
and D. Zweig (Armonk, Ny: M. E. Sharpe, Igg2).

(b) The u.s. budget confrontation between president crinton and the
Republican-controlled congress in r995. Readings: Sherdon wolin,"Democracy and counterrevolution, " Nation, eprir iz, rg96; David Bow_
ermaster, "Meet the Mavericks,', L/.S. News and World Reporf, December
25, rgg5llanuary r, rgg6; "A Fright that Never Seems to End,,, Economist,
December 16, 1995.

(c) The caterpillar strike, from r99r to 1998. Readings: ,,The caterpillar
Strike: Not Over Till It,s Over,,' Economist, February 28, 1g9B; ,,Caterpil_
lar's Comeb ack," Economist,Iune20, l99B; Aaron Bernstein, ,,\44ryWork_
ers Still Hold aWeak Hand,', BusinessWeek,March2, lgg8.

http://freepdf-books.com



I

Strategy and Voting

I JrrNc IN ELECTIoNS may seem outside the purview of game theory at

| !first glance, but no one who remembers the 2000 U.S. presidential elec-

l! tion should be surprised to discover that there are many strategic aspects

f to elections and voting. The presence in that election of third-party can-

didate Ralph Nader had a number of strategic implications for the election out-

come. A group called "Citizens for Strategic Voting" took out paid

advertisements in major newspapers to explain voting strategy to the general

public. And analysts have suggested that Nader's candidacy may have been the

element that swung the final tally in George W. Bush's favor.

It turns out that there is a lot more to participating in an election than de-

ciding what you like and voting accordingly. Because there are many different

types of r,-oting procedures that can be used to determine a winner in an elec-

tion, there can be many different election outcomes. One particular procedure

might lead to an outcome that you prefer, in which case you might use your

strategic abilities to see that this procedure is used. Or you might find that the

procedure used for a speciflc election is open to manipulation; voters might be

able to alter the outcome of an election by misrepresenting their preferences. If

other voters behave strategically in this way, then it may be in your best inter-

ests to do so as well. An understanding of the strategic aspects of voting can

help you determine your best course of action in such situations.

In the following sections, we look flrst at the various available voting rules

and procedures and then at some nonintuitive or paradoxical results that can

arise in certain situations. We consider some of the criteria used to judge the

500
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performance of the various voting methods. We also address strategic behavior
of voters and the scope for outcome manipulation. Finally, we present two dif-
ferent versions of a well-known result knor,rm as the median uoter theorem-as a
two-person zero-sum game with discrete strategies and with continuous ones.

Numerous election procedures are available to help choose from a slate of alter-
natives (that is, candidates or issues). With as few as three available alternatives,
election design becomes interestingly complex. We describe in this section a va-
riety of procedures from three broad classes of voting, or vote aggregation,
methods. The number of possible voting procedures is enormous, and the sim-
ple taxonomy that we provide here can be broadened extensively by allowing
elections based on a combination of procedures; a considerable literature in
both economics and political science deals with just this topic. we have not at-
tempted to provide an exhaustive survey but rather to give a flavor of that litera-
ture. If you are interested, we suggest you consult the broader literature for
more details on the subiect.I

A. Binary Methods

vote aggregation methods can be classifled according to the number of options
or candidates considered by the voters at any given time. Binary methods re-
quire voters to choose between only two alternatives at a time. In elections in
which there are exactly two candidates, votes can be aggregated by using the
well-knor.m principle of majorityrule, which simply requires that the alternative
with a majority of votes wins. \.vhen dealing with a slate of more than two alter-
natives, pairwise voting-a method consisting of a repetition of binary votes-
can be used. Pairwise procedures are multistage; they entail voting on pairs of
alternatives in a series of majority votes to determine which is most preferred.

One pairwise procedure, in which each alternative is put up against each of
the others in a round-robin of majority votes, is called the condorcet method,
after the lBth-century French theorist lean Antoine Nicholas caritat, Marquis
de Condorcet. He suggested that the candidate who defeats each of the others

rThe classic textbook on this subject, which was instrumental in making game theory popular in
political science, is William Riker, Liberalism Against Populism (San Francisco: W. H. Freeman,
1982). A general survey is the symposium on "Economics of Voting," Journal of Economic Perspec-
tiues, vol. 9, no. I (Winter 1995). An important early research contribution is Michael Dumm ett, Vot-
ing Procedures (Oxford: Clarendon Press, 1984). Donald Saari, Chaotic Elections (Providence. RI:
American Mathematical Society, 2000), develops some new ideas that we use later in this chapter.

http://freepdf-books.com



502 [CH. 15] STRATEGY AND VOTING

in such a series of one-on-one contests should win the entire election; such a
candidate, or alternative, is now termed a Condorcet winner. Other pairwise
procedures produce "scores" such as the Copeland index, which measures an
alternative's win-loss record in a round-robin of contests. The first round of the
World Cup soccer tournament uses a type of Copeland index to determine
which teams from each group move on to the second round of play.2

Another well-known pairwise procedure, used when there are three possible

alternatives, is the amendment procedure, required by the parliamentary rules
of the U.S. Congress when legislation is brought to a vote. \.A/hen a bill is brought
before Congress, any amended version of the bill must first win a vote against
the original version of the bill. The winner of that vote is then paired against the
status quo and members vote on whether to adopt the version of the bill that
won the first round; majority rule can then be used to determine the winner.
The amendment procedure can be used to consider any three alternatives by
pairing two in a first-round election and then putting the third up against the
winner in a second-round vote.

B. Plurative Methods

Plurative methods allow voters to consider three or more alternatives simulta-
neously. One group of plurative voting methods uses information on the posi-

tions of alternatives on a voter's ballot to assign points used when tallying
ballots; these voting methods are known as positional methods. The familiar
plurality rule is a special-case positional method in which each voter casts a
single vote for her most-preferred alternative. That alternative is assigned a sin-
gle point when votes are tallied; the alternative with the most votes (or points)

wins. Note that a plurality winner need not gain a majority, or SIVo, of the vote.
Thus, for instance, in the 1994 Maine gubernatorial election, independent can-
didate Angus King captured the governorship with only 36% of the vote; his De-
mocratic, Republican, and Green Party opponents gained 34To,23To, and 6% of
the vote, respectively. Another special-case positional method, the antiplurality
method, asks voters to vote against one of the available alternatives or, equiva-
lently, to vote for all but one. For counting purposes, the alternative voted
against is allocated - 1 point or else all alternatives except that one receive I
point while the alternative voted against receives 0.

One of the most well-known positional methods is the Borda count, named
after lean-Charles de Borda, a fellow countryman and contemporary of Con-
dorcet. Borda described the new procedure as an improvement on plurality

'Note that such indices, or scores, must have precise mechanisms in place to deai with ties;
World Cup soccer uses a system that undervalues a tie to encourage more aggressive play. See Barry
Nalebuff and Jonathan Levin, "An Introduction to Vote Counting Schemes," Iournal of Economic
Perspectiues,vol.9, no. I (Winter 1995), pp.3-26.

http://freepdf-books.com



VOTING RULES AND PROCEDURES 5O3

rule. The Borda count requires voters to rank-order all of the possible alterna-
tives in an election and to indicate their rankings on their ballot cards. Points

are assigned to each alternative on the basis of its position on each voter's bal-
Iot. In a three-person election, the candidate at the top of a ballot gets 3 points,

the next candidate 2 points, and the bottom candidate I point. After the ballots
are collected, each candidate's points are summed, and the one with the most
points wins the election. A Borda count procedure is used in a number of

sports-related elections, including professional baseball's Cy Young Award and

college football's championship elections.
Many other positional methods can be devised simply by altering the rule

used for the allocation of points to alternatives based on their positions on a

voter's ballot. One system might allocate points in such a way as to give the top-
ranked alternative relatively more than the others-for example, 5 points for the
most-preferred alternative in a three-way election but only 2 and I for the sec-

ond- and third-ranked options. In elections with larger numbers of candidates-

say, B-the top two choices on a voter's ballot might receive preferred treatment,
gaining 10 and 9 points, respectively, while the others receive 6 or fewer.

An alternative to the positional plurative methods is the relatively recently

invented approval voting method which allows voters to cast a single vote for

each alternative of which they "approve."3 Unlike positional methods, approval
voting does not distinguish between alternatives on the basis of their positions

on the ballot. Rather, all approval votes are treated equally and the alternative

that receives the most approvals wins. In elections in which more than one win-

ner can be selected (if electing a school board, for instance), a threshold level of

approvals is set in advance and alternatives with more than the required mini-

mum approvals are elected. Proponents of this method argue that it favors rela-

tively moderate alternatives over those at either end of the spectrum;

opponents claim that unwary voters could elect an unwanted novice candidate
by indicating too many "encouragement" approvals on their ballots. Despite

these disagreements, several professional societies have adopted approval vot-

ing to elect their officers, and some states have used or are considering using

this method for public elections.

C. Mixed Methods

Some multistage voting procedures combine plurative and binary voting in

mixed methods. The majority runoff procedure, for instance, is a two-stage
method used to decrease a large group of possibilities to a binary decision. In a

3unlike many of the other methods that have histories going back several centuries, the approval
voting method was designed and named by then graduate student Robert Weber in 1971; Weber is

now a professor of managerial economics and decision sciences at Northwestern llniversity, spe-

cializing in game theory.
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first-stage election, voters indicate their most-preferred alternative, and these
votes are tallied. If one candidate receives a majority of votes in the first stage,
she wins. However, if there is no majority choice, a second-stage election pits
the two most-preferred alternatives against each other. Majority rule chooses
the winner in the second stage. French presidential elections use the majority
runoff procedure, which can yield unexpected results if three or four strong can-
didates split the vote in the flrst round. In the spring of 2002, for example, far-
right candidate Le Pen came in second ahead of France's socialist prime
Minister Jospin in the flrst-round of the presidential election. This result
aroused surprise and consternation among French citizens, 30% of whom
hadn't even bothered to vote in the election and some of whom had taken the
first round as an opportunity to express their preference for various candidates
of the far and fringe left. Le Pen's advance to the runoff election led to consider-
able political upheaval, although he lost in the end to sitting president chirac.

Another mixed procedure consists of voting in successive rounds. Voters
consider a number of alternatives in each round of voting with the worst-
performing alternative eliminated after each stage. Voters then consider the re-
maining alternatives in a next round. The elimination continues until only two
alternatives remain; at that stage, the method becomes binary and a final ma-
jority runoff determines a winner. A procedure with rounds is used to choose
sites for the Olympic Games.

one could eliminate the need for successive rounds of voting by having vot-
ers indicate their preference orderings on the first ballot. Then a single transfer-
able vote method can be used to tally votes in later rounds. with single
transferable vote, each voter indicates her preference ordering over all candi-
dates on a single initial ballot. If no alternative receives a majority of all first-
place votes, the bottom-ranked alternative is eliminated and all first-place votes
for that candidate are "transferred" to the candidate listed second on those bal-
lots; similar reallocation occurs in later rounds as additional alternatives are
eliminated until a majority winner emerges. The city of san Francisco voted in
March of 2002 to use this voting method, more commonly called instant runoff,
in all future municipal elections.

single transferable vote is sometimes combined with proportional repre-
sentation in an election. Proportional representation implies that a state elec-
torate consisting of 55% Republicans,2sro Democrats, and20To Independents,
for example, would yield a body of representatives mirroring the party affilia-
tions of that electorate. In other words , sETo of the u.S. Representatives from
such a state would be Republican, and so on; this result contrasts starkly with
the plurality rule method that would elect all Republicans (assuming that the
voter mix in each district exactly mirrors the overall voter mix in the state). Can-
didates who attain a certain quota of votes are elected and others who fall below
a certain quota are eliminated, depending on the exact specifications of the vot-
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ing procedure. Votes for those candidates who are eliminated are again trans-

ferred by using the voters' preference orderings. This procedure continues until

an appropriate number of candidates from each party are elected.

Clearly, there is room for considerable strategic thinking in the choice of a

vote aggregation method, and strategy is also important even after the rule has

been chosen. We examine some of the issues related to rule making and agenda

setting in Section 2. Furthermore, strategic behavior on the part of voters, often

called strategic voting or strategic misrepresentation of preferences, can also

alter election outcomes under any set of rules as we will see later in this chapter.

Even when people vote according to their true preferences, specific conditions

on voter preferences and voting procedures can give rise to curious outcomes.

In addition, election outcomes can depend critically on the type of procedure

used to aggregate votes. This section describes some of the most famous of the

curious outcomes-the so-called voting paradoxes-as well as some examples

of how election results can change under different vote aggregation methods

with no change in voter preferences and no strategic voting'

A. TheCondorcet Paradox

The Condorcet paradox is one of the most famous and important of the voting

paradoxes.a As mentioned earlier, the Condorcet method calls for the winner to

be the candidate who gains a majority of votes in each round of a round-robin

of pairwise comparisons. The paradox arises when no Condorcet r,vinner

emerges from this process.

To illustrate the paradox, we constrlrct an example in which three people

vote on three alternative outcomes by using the Condorcet method. Consider

three city councillors (Left, Center, and Right) who are asked to rank their pref-

erences for three alternative welfare policies, one that extends the welfare bene-

flts currently available (call this one Generous, or G), another that decreases

available beneflts (Decreased, or D), and yet another that maintains the status

quo (Average, or A). They are then asked to vote on each pair of policies to es-

tablish a council ranking, or a social ranking.'I'his ranking is meant to describe

how the council as a whole judges the merits of the possible welfare systems.

alt is so famous that economists have been knou,rr to refer to it as tfte voting paradox. Political

scientists appear to knolv better, in that they are fat more likely to use its formal name. As we will

see, there are any number of possible voting paradoxes, not just the one named for Condorcet.
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Suppose Councillor Left prefers to keep benefits as high as possible, while

Councillor Center is most willing to maintain the status quo but concerned

about the state of the city budget and so least willing to extend welfare benefits.

Finally, Councillor Right most prefers reducing benefits but prefers an increase

in benefits to the status quo; she expects that extending benefits will soon cause

a serious budget crisis and turn public opinion so much against beneflts that a

more permanent state of low benefits will result, whereas the status quo could
go on indefinitely. We illustrate these preference orderings in Figure 15.1 where

the "curly" greater-than symbol, >, is used to indicate that one alternative is

preferred to another. (Technically, > is referred to as a binary ordering relation.)

With these preferences, if Generous is paired against Average, Generous

wins. In the next pairing, of Average against Decreased, Average wins. And, in

the flnal pairing of Generous against Decreased, the vote is again 2 to 1, this

time in favor of Decreased. Therefore, if the council votes on alternative pairs of
policies, a majority prefer Generous over Average, Average over Decreased, and

Decreased over Generous. No one policy has a majority over both of the others.

The group's preferences are cyclical: G > A > D > G.

This cycle of preferences is an example of an intransitive ordering of pref-

erences. The concept of rationality is usually taken to mean that individual pref-

erence orderings are transitive (the opposite of intransitive). If someone is
given choices A, B, and C and you know that she prefers A to B and B to C, then

transitivity implies that she also prefers A to C. (The terminology comes from

the transitivity of numbers in mathematics; for instance, if 3 > 2 and 2 ) 1, then

we know that 3 > 1.) A transitive preference ordering will not cycle as does the

social ordering derived in our city council example; hence, we say that such an

ordering is intransitive.
Notice that all of the councillors have transitive preferences over the three

welfare policy alternatives but the council does not. This is the Condorcet para-

dox even if all individual preference orderings are transitive, there is no guaran-

tee that the social preference ordering induced by Condorcet's voting procedure

also will be transitive. The result has far-reaching implications for public servants,

as well as for the general public. It calls into question the basic notion of the "pub-

lic interest," because such interests may not be easily defined or may not even

exist. Our city council does not have any well-defined set of group preferences

over the welfare policies. The lesson is that societies, institutions, or other large

groups of people should not always be analyzed as if they acted like individuals.

LEFT CENTER RIGHT

G>A>D A>D>G D>G>A

FIGURE 15.1 Council lor Preferences over Welfare Policies
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The Condorcet paradox can even arise more generally. There is no guaran-
tee that the social ordering induced by any formal group voting process will be
transitive just because individual preferences are. However, some estimates
have shown that the paradox is most likely to arise when large groups of people
are considering large numbers of alternatives. Smaller groups considering
smaller numbers of alternatives are more likely to have similar preferences over
those alternatives; in such situations, the paradox is much less likely to appear.s
In fact, the paradox arose in our example because the council completely dis-
agreed not only about which alternative was best but also about which was
worst. The smaller the group, the less likely such outcomes are to occur.

B. TheAgenda Paradox

The second paradox that we consider also entails a binary voting procedure, but
this example considers the ordering of alternatives in that procedure. In a par-
liamentary setting with a committee chair who determines the specific order of
voting for a three-alternative election, substantial power over the final outcome
Iies with the chair. In fact, the chair can take advantage of the intransitive social
preference ordering that arises from some sets of individual preferences and, by
selecting an appropriate agenda, manipulate the outcome of the election in any
manner she desires.

Consider again the city councillors Left, Center, and Right, who must decide
among Generous, Average, and Decreased welfare policies. The councillors'
preferences over the alternatives were shown in Figure 15.1. Let us now suppose
that one of the councillors has been appointed chair of the council by the mayor
and the chair is given the right to decide which two welfare policies get voted on
first and which goes up against the winner of that initial vote. With the given set
of councillor preferences and common knowledge of the preference orderings,
the chair can get any outcome that she wants. If Left were chosen Chair, for ex-
ample, she could orchestrate a win for Generous by setting Average against De-
creased in the first round with the winner to go up against Generous in round
two. The result that any final ordering can be obtained by choosing an appropri-
ate procedure is known as the agenda paradox.

With the set of preferences illustrated in Figure 15.1, then, we get not only
the intransitive social preference ordering of the Condorcet paradox but also
the result that the outcome of a binary procedure could be any of the possible
alternatives. The only determinant of the outcome in such a case is the ordering
of the agenda. This result implies that setting the agenda is the real game here
and, because the chair sets the agenda, the appointment or election of the chair

ssee Peter Ordeshook, Game Theory and Political Theory (Cambridge, UK: Cambridge University
Press, 1986), p.58.
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is the true outlet for strategic behavior. Here, as in many other strategic situa-
tions, what appears to be the game (in this case, choice of a welfare policy) is
not the true game at all; rather, those participating in the game engage in strate-
gic play at an earlier point (deciding the identity of the chair) and vote accord-
ing to set preferences in the eventual election.

However, the preceding demonstration of the agenda setter's power as-
sumes that, in the first round, voters choose between the two alternatives (Aver-
age and Decreased) on the basis only of their preferences between these two
alternatives, with no regard for the eventual outcome of the procedure. such
behavior is called sincere voting; actually, myopic or nonstrategic voting would
be a better name. If center is a strategic game player, she should realize that, if
she votes for Decreased in the first round (even though she prefers Average be-
tween the pair presented at that stage), then Decreased will win the first round
and will also win against Generous in the second round with support from
Right. Center prefers Decreased over Generous as the eventual outcome. There-
fore she should do this rollback analysis and vote strategically in the first round.
But should she, if everyone else is also voting strategically? we examine the
game of strategic voting and find its equilibrium in Section 4.

(. The Reversal Paradox

Positional voting methods also can lead to paradoxical results. The Borda count,
for example, can yield the reversal paradox when the slate of candidates open
to voters changes. This paradox arises in an election with at least four alterna-
tives when one of them is removed from consideration after votes have been
submitted, making recalculation necessary.

Suppose there are four candidates for a (hlpothetical) special commemora-
tive cy Young Award to be given to a retired major-league baseball pitcher. The
candidates are Steve Carlton (SC), Sandy Koufax (SK), Robin Roberts (RR), and
Tom Seaver (TS). Seven prominent sportswriters are asked to rank these pitch-
ers on their ballot cards. The top-ranked candidate on each card will get 4
points; decreasing numbers of points will be allotted to candidates ranked sec-
ond, third, and fourth.

Across the seven voting sportswriters, there are three different preference
orderings over the candidate pitchers; these preference orderings, with the
number of writers having each ordering, are shown in Figure 15.2. v\4ren the
votes are tallied, Seaver gets (2 x 3) + (3 x Z1 + Q x 4) : 2}points; Koufax gets
(2x4) + (3 x 3) + (2 x 1):  19points;Car l tongets (2 x 1) + (3 x 4) + (2x.2):
18 points; and Roberts gets (2 x 2) + (3 X 1) + (2 x 3) : 13 points, Seaver wins
the election, followed by Koufax, Carlton, and Roberts in last place.

Now suppose it is discovered that Roberts is not really eligible for the com-
memorative award, because he never actually won a Cy Young Award, having
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ORDERING 1
(2 voters)

ORDERING 2
(3 voters)

ORDERING 3
(2 voters)

Koufax ) Seaver >
Roberts ) Carlton

Carlton > Koufax >
Seaver ) Roberts

Seaver > Roberts >
Carlton > Koufax

FIGURE 15.2 Sportswriter Preferences over Pitchers

reached the pinnacle of his career in the years just before the institution of the
award in 1956. This discovery requires points to be recalculated, ignoring
Roberts on the ballots. The top spot on each card now gets 3 points, while the
second and third spots receive 2 and 1, respectively. Ballots from sportswriters
with preference ordering 1, for example, now give Koufax and Seaver 3 and 2
points, respectively, rather than 4 and 3 from the first calculation; those ballots
also give Carlton a single point for last place.

Adding votes with the revised point system shows that Carlton receives 15
points, Koufax receives 14 points, and Seaver receives 13 points. Winner has
turned loser as the new results reverse the standings found in the flrst election.
No change in preference orderings accompanies this result. The only difference
in the two elections is the number of candidates being considered.

D. ftange the Voting Method, Change the 0utcome

As should be clear from the preceding discussion, election outcomes are likely
to differ under different sets of voting rules. As an example, consider 100 voters
who can be broken down into three groups on the basis of their preferences
over three candidates (A, B, and C). Preferences of the three groups are shown in
Figure 15.3. With the preferences as shown, and depending on the vote-
aggregation method used, any of these three candidates could win the election.

With simple plurality rule, candidate A wins with 40% of the vote, even
though 60% of the voters rank her lowest of the three. Supporters of candidate A
would obviously prefer this type of election. If they had the power to choose the
voting method, then plurality rule, a seemingly "fair" procedure, would win the
election for A in spite of the majority's strong dislike for that candidate.

The Borda count, however, would produce a different outcome. In a Borda
system with 3 points going to the most-preferred candidate, 2 points to the

GROUP 1
(40 voters)

GROUP 2
(25 voters)

GROUP 3
(35 voters)

A>B>C B>C>A C>B>A

FIGURE 15.3 Grouo Preferences over Candidates
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middle candidate, and I to the least-preferred candidate, A gets 40 first-place
votes and 60 third-place votes, for a total of  0(3) + 60(1) : 180 points. Candi_
date B gets 25 first-place votes and 75 second-place votes, for a total of25(3) +
75(2) :225 points; and c gets 35 first-place votes, 25 second-place votes, and 40
third-place votes, for a total of 35(3) + 2S(2) + 40(t) : 195 points. With this pro_
cedure, B wins, with c in second place and A last. candidate B would also win
with the antiplurality vote in which electors cast votes for all but their least-
preferred candidate.

And what about candidate c? She can win the election if a majority or in_
stant runoff system is used. In either method, A and c, with 40 and 35 votes in
the flrst round, survive to face each other in the runoff. The majority runoff sys_
tem would call voters back to the polls to consider A and c; the instant runoff
system would eliminate B and reallocate B's votes (from group 2 voters) to the
next preferred alternative, candidate c. Then, because A is the least-preferred
alternative for 60 of the 100 voters, candidate C would win the runoff election 60
to 40.

Another example of how different procedures can lead to diil.erent out_
comes can be seen in the voting for the site of the Summer olympics. The actual
voting procedure for the Olympics site selection is a mixed method consisting of
multiple rounds of plurality rule with elimination and then a final majority rule
vote. Each country representative participating in the election casts one vote,
and the candidate city with the lowest vote total is eliminated after each round.
Majority rule is used to choose between the final two candidate cities. In voting
for the site of both the 19g6 and 2000 games, one site led through most of the
early rounds and would have won a single plurality vote; for the 19g6 games,
Athens (Greece) led early and, for the 2000 site, Beijing led early. In both cases,
these pluralitywinners gained little additional support as other cities were elim-
inated and neither front-runner was eventually chosen in either election. Each
actually retained a plurality through the next-to-last round of voting but, after
the flnal elimination round, Athens saw the needed extra votes go to Atlanta,
and Beijingwatched them go to sydney. It is worth noting that the olympics site
election procedure has since been changed!

The discussion of the various voting paradoxes in Section 2 suggests that voting
methods can suffer from a number of faults that lead to unusual, unexpected, or
even unfair outcomes. In addition, this suggestion leads us to ask Is there one
voting system that satisfies certain regularity conditions, including transitivity,
and is the most "fair"-that is, most accurately captures the preferences of the

.i
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electorate? Kenneth Arrow's impossibility theorem tells us that the answer to
this question is no.b

The technical content of Arrow's theorem makes it beyond our scope to
prove completely. But the sense of the theorem is straightforward. Arrow argued
that no preference aggregation method could satisfu all six of the critical princi-
ples that he identified:

1 The social or group ranking must rank all alternatives (be complete).
2. It must be transitive.
3. It should satisfy a condition knor,rm as positiue responsiuenes; or the

Pareto propefty. Given two alternatives, A and B, if the electorate unani-
mously prefers A to B, then the aggregate ranking should place A above B.

4. The ranking must not be imposed by external considerations (such as cus-
toms) independent of the preferences of individual members of the society.

5. It must not be dictatorial-no single voter should determine the group
ranking.

6. And it should be independent of irrelevant alternatives; that is, no
change in the set of candidates (addition to or subtraction from) should
change the rankings of the unaffected candidates.

Often the theorem is abbreviated by imposing the flrst four conditions and
focusing on the difficulty of simultaneously obtaining the last two; the simpli-
fied form states that we cannot have independence of irrelevant alternatives
( l lA) without dictatorship.T

You should be able to see immediately that some of the voting methods
considered earlier do not satisfy all of Arrow's principles. The requirement of
IlA, for example, is violated by the single transferable vote procedure as well as
by the Borda count. Borda's procedure is, however, nondictatorial and consis-
tent and it satisfies the Pareto property. All of the other systems that we have
considered satisfy IIA but break down on one of the other principles.

Arrow's theorem has provoked extensive research into the robustness of
his conclusion to changes in the underlying assumptions. Economists, politi-
cal scientists, and mathematicians have searched for a way to reduce the
number of criteria or relax Arrow's principles minimally to find a procedure
that satisfies the criteria without sacrificing the core principles; their efforts
have been largely unsuccessful. Most economic and political theorists now ac-
cept the idea that some form of compromise is necessary when choosing a
vote, or preference, aggregation method. Here are a few prominent examples,

6A full description of this theorem, often called "Arrow's General PossibilityTheorem,"can be
found in Kenneth Arrow, Social Cltoice and Indiuidual Values,2nd ed. (New York: Wiley, 1963).

TSee Walter Nicholson's treatment of Arrow's impossibility theorem inhis Microeconomic Theory,
7th ed. (New York: Dryden Press, 1998), pp. 764 766, for more detail at a level appropriate for
intermediate-level economics students.
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each representing the approach
nomics, and mathematics.

A. Black's (ondition

of a particular field-political science, eco-

As the discussion in Section 2.A showed, the pairwise voting procedure does not
satisfy Arrow's condition on transitivity of the social ranking, even when all in-
dividual rankings are transitive. One way to surmount this obstacle to meeting
Arrow's conditions, as well as a way to prevent the Condorcet Paradox, is to
place restrictions on tfue preference orderings held by individual voters. Such a
restriction, known as the requirement of single-peaked preferences, was put
forth by political scientist Duncan Black in the late 1940s.8 Black's seminal
paper on group decision making actually predates Arrow's impossibility theo-
rem and was formulated with the Condorcet paradox in mind, but voting theo-
rists have since shown its relevance to Arrow's work; in fact, the requirement of
single-peaked preferences is sometimes referred to as Black's condition.

For a preference ordering to be single peaked, it must be the case that the al-
ternatives being considered can be ordered along some speciflc dimension (for ex-
ample, the expenditure level associated with each policy). To illustrate this
requirement, we draw a graph in Figure 15.4 with the specified dimension on the
horizontal axis and a voter's preference ranking (or payoff1 on the vertical axis. For
the single-peaked requirement to hold, each voter must have a single ideal or most-
preferred alternative, and alternatives "farther away" from the most-preferred
point must provide steadily lower payoffs. The two voters in Figure 15.4, Mr. Left
and Ms. Right, have different ideal points along the policy dimension but, for each,
the payofffalls steadily as the policy moves away from his or her ideal point.

Black shows that, if preferences of each voter are single peaked, then the
pairwise (majority) voting procedure must produce a transitive social ordering.
The Condorcet paradox is prevented and pairwise voting satisfles Arrow's tran-
sitiviry condition.

Payoff

FIGURE 15.4 Single-Peaked Preferences

sDuncan Black, "On the Rationale of Group Decision-Making," Ioumal of Political Economy, vol.
56, no. I (Feb. 1948), pp.23-34.

Policy
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B. Robustness

An alternative, more recent method of compromise with Arrow comes from
economic theorists Partha Dasgupta and Eric Maskin.e They suggest a new cri-
terion called robustness by which to judge voting methods. Robustness is mea-
sured by considering how often a voting procedure that is nondictatorial and
satisfies IIA as well as the Pareto property also satisfies the requirement of tran-
sitivity of its social ranking: For how many sets of voter preference orderings
does such a procedure satisfy transitivity?

With the use of the robustness criterion, simple majority rule can be shor,r,rr
tobe maximally robust-that is, it is nondictatorial, satisfies IIA and Pareto, and
provides transitive social rankings for the largest possible set of voter preference
orderings. Behind majority rule on the robustness scale lie other voting proce-
dures, including the Borda count and plurality rule. The robustness criterion
is appealing in its ability to establish one of the most commonly used voting
procedures-the one most often associated with the democratic process-as a
candidate for the best aggregation procedure.

C. Intensity Ranking

Another class of attempts to escape from Arrow's negative result focuses on the
difficulty of satis$ring Arrow's IIA requirement. A recent theory of this kind comes
from mathematician Donald saari.rO He suggests that a vote aggregation method
might use more information about voters' preferences than is contained in their
mere ordering of any pair of alternatives, X and y; rather, it could take into account
each individual voter's intensity of preferences between that pair of alternatives.
This intensity can be measured by counting the number of other alternatives, Z, w,
V ' . . that a voter places between X and Y. Saari therefore replaces the IIA condi-
tion, number 6 of Arrow's principles, with a different one, which he labels IBI (in-
tensity of binary independence) and which we will number 6' :

6'. society's relative ranking of any two alternatives should be determined
only by (1) each voter's relative ranking of the pair and (2) the intensity
of this ranking.

This condition is weaker than IIA because it is like applying IIA only to such addi-
tions or deletions of "irrelevant" alternatives that do not change the intensity of
people's preferences between the "relevant" ones. with this revision, the Borda

'see Partha Dasgupta and Eric Maskin, "on the Robustness of Majority Rule," working paper,
April 2000.

roFot mote precise information about Saari's work on Arrow's theorem, see D. Saari, "Mathemat-
ical Structure of voting Paradoxes I: pairwise yote," Economic Theory, vol. 15 (2000), pp. 1-53. Addi-
tional information on this result and on the robustness of the Borda count can be found in D. Saari,
Ch,aotic Elections (Providence, RI: American Mathematical Societv, 2000).
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count satisfies the modified Arrow theorem and it is the only one of the posi-

tional voting methods to do so.

Saari also hails the Borda count as the only procedure that appropriately

observes ties within collections of ballots, a criterion that he argues is essential

for a good aggregation system to satisfu. Ties can occur two ways: through Con-

dorcet terms or through reversal terms within voter preference orderings. In a

three-candidate election among alternatives A, B, and C, the Condorcet terms

are the preference orderingsA > B > C, B > C > A, and C > A > B. A set ofthree

ballots with these preferences appearing on one ballot apiece should logically

offset one another, or constitute a tie. Reversal terms are preference orderings

that contain a reversal in the location of a pair of alternatives. In the same elec-

tion, two ballots with preference orderings ofA > B > c and B > A > c should

logically lead to a tie in a pairwise contest between A and B. Only the Borda pro-

cedure treats such collections of ballots-those with Condorcet terms or rever-

sal terms-as tied. Although the Borda count can lead to the reversal paradox,

as shor.tm in the preceding section, it retains many proponents. The only time

that the Borda procedure produces paradoxical results is when alternatives are

dropped from consideration after ballots have been collected. Because such re-

sults can be prevented by using only ballots for the full set of candidates, the

Borda procedure has gained favor in some circles as one of the best vote aggre-

gation methods.
Other researchers have made different suggestions regarding criteria that a

good aggregation system should satisfy. Some of them include the Condorcet

criterion (that a Condorcet winner should be selected by a voting system if such

a winner exists), the consistency criterion (that an election including all voters

should elect the same alternative as would two elections held for an arbitrary di-

vision of the entire set of voters), and lack of manipulability (a voting system

should not encourage manipulability-strategic voting-on the part of voters).

We cannot consider each of these suggestions at length, but we do address

strategic manipulation by voters in the next two sections.

Several of the voting systems that we have considered yield considerable scope

for strategic misrepresentation of preferences on the part of voters. In Section

2.B, we showed how the power of an agenda-setting Left chair can be countered

by a Center councillor voting in the first round against her true preference, so as

to knock out her least-preferred alternative and send a more preferred one into

the second round. More generally, voters can choose to vote for candidates, is-

sues, oI policies that are not actually their most-preferred outcomes among the

ffi
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alternatives presented in an early round if such behavior can alter the final elec-
tion results in their favor. In this section, we consider a number of ways in
which strategic voting behavior can affect elections.

A. Plurality Rule

Plurality rule elections, often perceived as the most fair by many voters, still
provide opportunities for strategic behavior. In Presidential elections, for in-
stance, there are generally two major candidates in contention. \.{hen such a
race is relatively close, there is potential for a third candidate to enter the race
and divert votes away from the leading candidate; if the entry of this third player
truly threatens the chances of the leader winning the election, the late entrant is
called a spoiler.

Spoilers are generally believed to have little chance to win the whole elec-
tion, but their role in changing the election outcome is undisputed. In elections
with a spoiler candidate, those who prefer the spoiler to the leading major can-
didate but least prefer the trailing major candidate may do best to strategically
misrepresent their preferences to prevent the election of their least-favorite
candidate. That is, you should vote for the leader in such a case even though
you would prefer the spoiler because the spoiler is unlikely to garner a plurality;
voting for the leader then prevents the trailing candidate, your least favorite,
fromwinning.ll

Evidence shows that there has been a great deal of strategic voting in recent
U.S. Presidential elections-the 1992 and 2000 races in particular. In 1992, Ross
Perot ran a strong third-party campaign for much of the primary season, only to
drop out of the race at midsummer and reappear in the fall. His reappearance at
such a late date cast him as a spoiler in the then close race between the incum-
bent, President George Bush, and his Democratic challenger, Bill Clinton.
Perot's role in dividing the conservative vote and clinching Clinton's victory that
year has been debated, but it is certainly possible that Clinton would not have
won without Perot on the ballot. A more interesting theory suggests significant
misrepresentation of preferences at the polls. A Newsweek survey claimed that,
if more voters had believed Perot was capable of winning the election, he might
have done so; a plurality of 40To of voters surveyed said they would have voted
for Perot (instead of Bush or Clinton) if they had thought he could have won.12

Ralph Nader played a similar role in the 2000 Presidential election be-
tween Democratic Vice-president Al Gore and Republican challenger, George
W. Bush. Nader was more concerned about garnering 5% of the popular vote
so that his Green Party could qualify for federal matching election funds than

lrNote that an approval voting method would not suffer from this same problem.
l2"Ross Reruns," Newsweek, Speciai Election Recap Issue, November 18, 1996, p. I04.
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he was about winning the presidency, but his candidacy made an already
close election even tighter. The 2000 election will be remembered more for the
extraordinarily close outcome in Florida and the battle for that state's elec-
toral votes. But Nader was pulling needed votes from Gore's camp in the run-
up to the election, causing enough concern that public discussions (on radio
and television and in major metropolitan newspapers) arose regarding the
possibilities for strategic voting. Specifically, several groups (as well as a num-
ber of Web sites) advocated "vote swapping" schemes designed to gain Nader
his needed votes without costing Gore the electoral votes of any of his key
states. Nader voters in key Gore states (such as Pennsylvania, Michigan, and
Maine) were asked to "swap" their votes with Gore supporters in a state des-
tined to go to George W. Bush (such as Texas or Wyoming); a Michigan Nader
supporter could vote for Gore while her Nader vote was cast in Texas. Evi-
dence on the efficacy of these strategies is mixed. We do know that Nader
failed to win his 5To of the popular vote but that Gore carried all of Pennsylva-
nia, Michigan, and Maine.

In elections for legislatures, where many candidates are chosen, the perfor-
mance of third parties is very different under a system of proportional represen-
tation of the whole population in the whole legislature from that under a system
of plurality in separate constituencies. Britain has the constituency and plural-
ity system. In the past 50 years, the Labor and Conservative parties have shared
power. The Liberal Party, despite a sizable third-place support in the electorate,
has suffered from strategic voting and therefore has had disproportionately few
seats in Parliament. Italy has had the nationwide list and proportional represen-
tation system; there is no need to vote strategically in such a system, and even
small parties can have significant presence in the legislature. Often no party has
a clear majority of seats, and small parties can affect policy through bargaining
for alliances.

A party cannot flourish if it is largely ineffective in influencing a country's
political choices. Therefore we tend to see just two major parties in countries
with the plurality system and several parties in those with the proportional rep-
resentation system. Political scientists call this observation Duuerger's law.

In the legislature, the constituency system tends to produce only two
major parties-often one of them with a clear majority of seats and therefore
more decisive government. But it runs the risk that the minority's interests
will be overlooked-that is, of producing a "tyranny of the majority." A pro-
portional representation system gives better voice to minority views. But it
can produce inconclusive bargaining for power and legislative gridlock. Inter-
estingly, each country seems to believe that its system performs worse and
considers switching to the other; in Britain, there are strong voices calling for
proportional representation, and Italy has been seriously considering a con-
stituency system.
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B. Pairwise Voting

\A/hen you know that you are bound by a pairwise method such as the amend_
ment procedure, you can use your prediction of the second-round outcome to
determine your optimal voting strategy in the first round. It may be in your in_
terest to appear committed to a particular candidate or policy in the first round,
even if it is not your most-preferred alternative, so that your ieast-favorite alter-
native cannot win the entire election in the second round.

we return here to our example of the city council with an agenda-setting
chair; again, all three preference rankings are assumed to be knor,r,rr to the entire
council. suppose councillor Left, who most prefers the Generous welfare pack_
age, is appointed chair and sets the Average and Decreased policies against
each other in a first vote, with the winner facing off against the Generous policy
in the second round. If the three councillors vote strictly according to their pref-
erences, shown in Figure 15.r, Average will beat Decreased in the first vote and
Generous will then beat Average in the second vote; the chair,s preferred out_
come will be chosen. The city councillors are likely to be well-trained strategists,
however, who can look ahead to the final round of voting and use rollback to de_
termine which way to vote in the opening round.

In the scenario just described, councillor center,s least-preferred policy will
be chosen in the election. Therefore, rollback analysis says that she should vote
strategically in the first round to alter the election's outcome. If center votes for
her most-preferred policy in the flrst round, she will vote for the Average policy,
which will then beat Decreased in that round and lose to Generous in round two.
However, she could instead vote strategically for the Decreased policy in the first
round, which would lift Decreased over Average on the first vote. Then, when
Decreased is set up against Generous in the second round, Generous will lose to
Decreased. councillor center's misrepresentation of her preference ordering
with respect to Average and Decreased helps her to change the winner of the
election from Generous to Decreased. Although Decreased is not her most_
preferred outcome, it is better than Generous from her perspective.

This strategy works well for center if she can be sure that no other strate_
gic votes will be cast in the election. Thus we need to fully analyzeboth rounds
of voting to verify the Nash equilibrium strategies for the three councillors. we
do so by using rollback on the two simultaneous-vote rounds of the election,
starting with the two possible second-round contests, A versus G or D versus
G. In the following analysis, we use the abbreviated names of the policies, G,
A, and D.

Figure 15.5 illustrates the outcomes that arise in each of the possible
second-round elections. The two tables in Figure 15.5a show the winning pol_
icy (not payoffs to the players) when A has won the first round and is pitted
against G; the tables in Figure r5.5b show the winning policy when L has won
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(a)AversusGelect ion

Right votes:

A

CENTER

G

LEFT
A A A

G A G

G

CENTER

A. G

LEFT
A G

G G G

(b)DversusGelect ion

Riqht votes:

D

CENTER

LEFT
D D D

g D G

FIGURE 15.5 Election Outcomes in Two Possible Second-Round Votes

the first round. In both cases, Councillor Left chooses the row of the flnal out-

come, Center chooses the column, and Right chooses the actual table (left or

right).
You should be able to establish that each councillor has a dominant strategy

in each second-round election. In the A-versus-G election, Left's dominant

strategy is to vote for G, Center's dominant strategy is to vote for A, and Right's

dominant strategy is to vote for G; G will win this election. If the councillors

consider D versus G, Left's dominant strategy is still to vote for G, and Right and

Center both have a dominant strategy to vote for D; in this vote, D wins. A quick

check shows that all of the councillors vote according to their true preferences

in this round. Thus these dominant strategies are all the same: "Vote for the al-

ternative that I prefer." Because there is no future to consider in the second-

round vote, the councillors simply vote for whichever policy ranks higher in

their preference ordering. | 3

We can now use the results from our analysis of Figure 15.5 to consider opti-

mal voting strategies in the flrst-round of the election, in which voters choose

r3lt is a general result in the voting literature that voters faced with pairs of alternatives will al-

ways vote truthfully at the last round of voting.

G

CENTER

Dl G

LEFT
D D u

G u u
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between policies A and D. Because we know how the councillors will vote in the
next round given the winner here, we can show the outcome of the entire elec-
tion in the tables in Figure 15.6.

As an example of how we arrived at these outcomes, consider the G in the
upper-left-hand cell of the right-hand table in Figure 15.6. The outcome in that
cell is obtained when Left and Center both vote for A in the first round while
Right votes for D. Thus A and G are paired in the second round and, as we saw in
Figure 15.5, G wins. The other outcomes are derived in similar fashion.

Given the outcomes in Figure 15.6, Councillor Left (who is the chair and has
set the agenda) has a dominant strategy to vote for A in this round. Similarly,
Councillor Right has a dominant strategy to vote for D. Neither of these council-
lors misrepresent their preferences or vote strategically in either round. Coun-
cillor Center, however, has a dominant strategy to vote for D here even though
she strictly prefers A to D. As the preceding discussion suggested, she has a
strong incentive to misrepresent her preferences in the first round of voting;
and she is the only one who votes strategically. Center's behavior changes the
winner of the election from G (the winnerwithout strategic voting) to D.

Remember that the chair, Councillor Left, set the agenda in the hope of having
her most-preferred alternative chosen. Instead, her least-preferred alternative has
prevailed. It appears that the power to set the agenda may not be so beneflcial after
all. But Councillor Left should anticipate the strategic behavior. Then she can
choose the agenda so as to take advantage of her understanding of games of strat-
egy. In fact, if she sets D against G in the first round and then the winner againstA,
the Nash equilibrium outcome is G, the chair's most-preferred outcome. With that
agenda, Right misrepresents her preferences in the first round to vote for G over D
to prevent A, her least-preferred outcome, from winning. You should verifz that
this is Councillor Left's best agenda-setting strategy. In the full voting game where
setting the agenda is considered an initial, prevoting round, we should expect to
see the Generous welfare policy adopted when Councillor Left is chair.

We can also see an interesting pattern emerge when looking more closely
at voting behavior in the strategic version of the election. There are pairs of

Right votes:

A

CENTER

ti D

LEFT
u G

D u n

D

CENTER

A D

LEFT
A G D

D t) U

FIGURE 15.5 Election Outcomes Based on First-Round Votes
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councillors who vote "together" (the same as each other) in both rounds. Under

the original agenda, Right and Center vote together in both rounds and, in the

suggested alternative (D versus G in the flrst round), Right and Left vote to-

gether in both rounds. In other words, a sort of long-lasting coalition has

formed between two councillors in each case'

Strategic voting of this t],?e appears to have taken place in Congress on

more than one occasion. One example pertains to a federal school construction

funding bill considered in 1956.14 Before being brought to a vote against the sta-

tus quo of no funding, the bill was amended in the House of Representatives to

require that aid be offered only to states with no racially segregated schools.

Under the parliamentary voting rules of Congress, a vote on whether to accept

the so-called Powell Amendment was taken first, with the winning version of

the bill considered afterward. Political scientists who have studied the history of

this bill argue that opponents of school funding strategically misrepresented

their preferences regarding the amendment to defeat the original bill. A key

group of Representatives voted for the amendment but then joined opponents

of racial integration in voting against the full bill in the final vote; the bill was

defeated. Voting records of this group indicate that many of them had voted

against racial integration mattels in other circumstances, implying that their

vote for integration in this case was merely an instance of strategic voting and

not an indication of their true feelings regarding school integration.

C. Strategic Voting with In(omplete Information

The preceding analysis showed that there are sometimes incentives for commit-

tee members to vote strategically to prevent their least-preferred alternative

from winning an election. Our example assumed that the Council members

knew the possible preference orderings and how many other councillors had

those preferences. Now suppose information is incomplete; each Council mem-

ber knows the possible preference orderings, her own actual ordering, and the

probabilities that each of the others have a particular ordering, but not the ac-

tual distribution of the different preference orderings among the other council-

Iors. In this situation, each councillor's strategy needs to be conditioned on her

beliefs about that distribution and on their beliefs about how truthful other vot-

ers will be.15
For an example, suppose that we still have a three-member Council consid-

ering the three alternative welfare policies described earlier according to the

laA more complete analysis of the case can be found in Riker, Liberalism Against Populisnt, pp.

152-L57.
rsThis result can be found in P. Ordeshook and T. Palfrey, "Agendas, Strategic Voting, and Signal-

ing with Incomplete Information," American Journal of Political Science, vol. 32, no. 2 (May 1988),

pp. 441-466. The structure ofthe example to follow is based on Ordeshook and Palfrey's analysis.
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(original) agenda set by Councillor Left; that is, the Council considers policies A
and D in the first-round with the winner facing G in the second-round. we as_
sume that there are still three different possible preference orderings, as illus-
trated in Figure 15.1, and that the councillors know that these orderings are the
only possibilities. The difference is that no one knows for sure exactly how many
councillors have each set of preferences. Rather, each councillor knows her own
type and she knows that there is some positive probability of observing each
t)?e of voter (Left, Center, or Right), with the probabilities pr., pc,and p* sum_
ming to one.

We saw earlier that all three councillors vote truthfully in the last round of
balloting. We also saw that Left- and Right-type councillors vote truthfully in the
first round as well. This result remains true in the incomplete information case.
Right-type voters prefer to see D win the flrst-round election; given this prefer-
ence, Right always does at least as well by voting for D over A (if both other
councillors have voted the same way) and sometimes does better by voting this
way (if the other two votes split between D and A). similarly, Left-type voters
prefer to see A sulive to vie against G in round two; these voters always do at
least as well as otherwise-and sometimes do better-by voting for A over D.

At issue then is only the behavior of the center-type voters. Because they do
not know the types of the other councillors and because they have an incentive
to vote strategically for sorle preference distributions-speciflcally the case in
which it is known for certain that there is one voter of each type-their behavior
rvill depend on the probabilities that the various voter Rpes may occur within
the council. we consider here one of two polar cases in which a center-type
voter believes that other center t],?es will vote truthfully and we look for a sym-
metric, pure-strategy Nash equilibrium. The case in which she believes that
other center types will vote strategically is taken up in Exercise 15.9.

To make outcome comparisons possible, we will specify payoffs for the
center-t1pe voter associated with the possible winning policies. center-t1pe
preferences are A > D > G. suppose that, if A wins, center q,?es receive a payoff
of 1 and, if G wins, center tlpes receive a payoff of 0. If D wins, center t\,,Des re-
ceive some intermediate-level payoff, callit u,where 0 < u < 1.

Now, suppose our center-type councillor must decide how to vote in the
first round (A versus D) in an election in which she believes that both other vot-
ers vote truthfully, regardless of their type. If both voters choose either A or D,
then Center's vote is immaterial to the flnal outcome; she is indifferent between
A and D. If the other two voters split their votes, however, then center can influ_
ence the election outcome. Her problem is that she needs to decide whether to
vote t  rulh lul ly hersel f .

If the other two voters split between A and D and if both are voting truth_
fully, then the vote for D must have come from a Right-type voter. But the vote
for A could have come from either a Left type or a (truthful) Center tlrre. If the A
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vote came from a Left-qpe voter, then Center knows that there is one voter of

each type. If she votes truthfully for A in this situation, A will win the flrst round

but lose to G in the end; Center's payoff will be 0. If Center votes strategically for

D, D beats A and G and center's payoff is u. on the other hand, if the A vote

came from a Center-t1pe voter, then Center knows there are two Center types

and a Right R?e but no Left type on the Council. In this case, a truthful vote for

A helps A win the first round, and then A also beats G two to one in round two;

Center gets her highest payoff of 1. If Center were to vote strategically for D, D

would win both rounds again and Center would get u.

To determine Center's optimal strategy, we need to compare her expected

payoff from truthful voting to her expected payoff from strategic voting. With a

truthful vote for A, Center's payoff depends on how likely it is that the other

A vote comes from a Left tlpe or a Center tlpe. Those probabilities are straight-

forward to calculate. The probability that the other A vote comes from a Left

type is just the probability of a Left tlpe being one of the remaining voters, or

pt,l(p, + p.); similarly, the probability that the A vote comes from a center type

is p6l(pa + p.). Then Center's payoffs from truthful voting are 0 with probability

prl(pt + pc) and I with probability Pcl(Pr * pr), so the expected payoff is

pcl (p, + p"). With a strategic vote for D, D wins regardless of the identity of the

third voter-D wins with certainty-and so Centel's expected payoff is just u.

Center's final decision is to vote truthfully as long as pgl (py + yts) > u.

Note that Center's decision-making condition is an intuitively reasonable

one. If the probability of there being more Centel-type voters is large or rela-

tively larger than the probability of having a Left-qpe voter, then the Center

types vote truthfully. Voting strategically is useful to Center onlywhen she is the

only voter of her t),pe on the Council.
We add two additional comments on the existence of imperfect information

and its implications for strategic behavior. First, if the number of councillors, n,

is larger than three but odd, then the expected payoff to a Center type from vot-

ing strategically remains equal to u and the expected payoff from voting truth-

fully is lpcl(h * p.l(" t)/2.16 Thus, a Center \,pe should vote truthfully only

when fprl (pt+ p.)](" " 1)t2 > u. Because P,:l (Pt + pr) < I and u > 0, this inequal-

ity will neuer hold for large enough values of n. This result tells us that a sym-

metric truthful-voting equilibrium can never persist in a large enough Council!

Second, imperfect information about the preferences of other voters yields ad-

ditional scope for strategic behavior. With agendas that include more than two

164 Center type can affect the election outcome only if ali other votes are split evenly between A

and D. Thus, there must be exactiy [n 1)/2 Right-type voters choosing D in the first round and

(n - I) 12 other voters choosing A. If those A voters are Left types, then A won't win the second-

round election and Center will get 0 payoff. For Center to get a payoff of 1, it must be true that all of

theotherAvotersareCentertypes.Theprobabi l i tyof  th isoccurr ingis lps, l  (py+ p.)) t "  r ) /2;  then

Center's expected payofffrom voting truthfully is as stated. See Ordeshook and Palfrey, p. 455.
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rounds, voters ."" ":"t;", #*". "-": ;"",;",.;"H" "::rounds give other voters the opportunity to update their prior beliefs about the
probabilities p<:, pr, and p^ and a chance to act on that information. with only
two rounds of pairwise votes, there is no time to use any information gained
during round one, because truthful voting is a dominant strategy for all voters in
the final round.

The extent to which a voting procedure is susceptible to strategic misrepresen-
tation of preferences, or strategic manipulability by voters of the tlpes illus_
trated in Section 4, is another topic that has generated considerable interest
among voting theorists. Arrow does not require nonmanipulability in his theo_
rem but the literature has considered how such a requirement would relate to
Arrow's conditions. Similarly, theorists have considered the scope for manipu_
lability in various procedures, producing rankings of voting methods.

Economist william Vickrey, perhaps better known for his work on auctions
(see Chapter t6), did some of the earliest work considering strategic behavior of
voters. He pointed out that procedures satisfying Arrow,s IIA assumption were
most immune to strategic manipulation. He also set out several conditions
under which strategic behavior is more likely to be attempted and successful. In
particular, he noted that situations with smaller numbers of informed voters
and smaller sets of available alternatives may be most susceptible to manipula_
tion, given a voting method that is itself manipulable. This result means, how_
ever, that weakening the IIA assumption to help voting procedures satisfy
Arrow's conditions makes way for more manipulable procedures. In particular,
saari's intensity ranking version of IIA (called IBi), mentioned in Section 3.c,
may allow more procedures to satisfy a modified version of Arrow's theorem but
may simultaneously allow more manipulable procedures to do so.

Like Arrow's general result on the impossibility of preference aggregation,
the general result on manipulability is a negative one. Specifically, the Gibbard-
Satterthwaite theorem shows that, if there are three or more alternatives to
consider, the only voting procedure that prevents strategic voting is dictator-
ship: one voter is assigned the role of dictator and her preferences determine
the election outcome.lT combining the Gibbard-satterthwaite outcome with

tTFor the theoretical cletails on this result, see A. Gibbard, "Manipulation of Voting Schemes:
A General Result," Econometrica, vol. 4f , no. 4 (July 1973), pp. 587_601, and M. A. Sarterthwaite, ,,Strat-
egy-Proofness and Arror,r,'s conditions," Iournal of Economic Theory,vri.10 (1975), pp. 187_217. The
theorem carries both their names because each proved the result independently ofthe other.
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Vickrey's discussion of IIA may help the reader understand why Arrow's theo-

rem is often reduced to a consideration of which procedures can simultane-

ously satisfr nondictatorship and IIA.

Finally, some theorists have argued that voting systems should be evaluated

not on their ability to satisfy Arrow's conditions but on their tendency to en-

courage manipulation. The relative manipulability of a voting system can be de-

termined by the amount of information about the preferences of other voters

that is required by voters to successfully manipulate an election. Some research

based on this criterion suggests that, of the procedures so far discussed, plural-

ity rule is the most manipulable (that is, requires the least information). In de-

creasing order of manipulability are approval voting, the Borda count, the

amendment procedure, majority rule, and the Hare procedure (single transfer-

able vote).18
It is important to note that the classification of procedures by level of ma-

nipulability depends only on the amount of information necessary to manipu-

late a voting system and is not based on the ease of putting such information to

good use or whether manipulation is most easily achieved by individual voters

or groups. In practice, the manipulation of plurality rule by indiuidualvoters is

quite difficult.

All of the preceding sections have focused on the behavior, strategic and other-

wise, of voters in multiple alternative elections' However, strategic analysis can

also be applied to cand.idate behavior in such elections. Given a palticular dis-

tribution of rroters and voter preferences, candidates will, for instance, need to

determine optimal strategies in building their political platforms' \Nhen there

are just two candidates in an election, when voters are distributed in a "reason-

able" way along the political spectrum, and when each voter has "reasonably"

consistent (meaning singled-peaked) preferences, the median voter theorem

tells us that both candidates rvill position themselves on the political spectrum

at the same place as the median voter. The median voter is the "middle" votel

in that distribution-more precisely, the one at the 50th percentile.

The fult game here has two stages. In the first stage, candidates choose

their locations on the political spectrum. In the second stage, voters elect one

of the candidates. The general second-stage game is open to all of the varieties

of strategic misrepresentation of preferences discussed earlier. Hence we have

rsH. Nurmi's classification can be found inhis ComparingVoting Systems (Norwell, MA: D' Rei-

del,  198fl .
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reduced the choice of candidates to two for our analysis to prevent such behav-
ior from arising in equilibrium. with only two candidates, second-stage votes
will directly correspond to voter preferences, and the first-stage location deci-
sion of the candidates remains the only truly interesting part of the larger
game. It is in that stage that the median voter theorem defines Nash equilib_
r ium behavior.

A. Discrete Politicalspectrum

Let us first consider a population of 90 million voters, each of whom has a
preferred position on a five-point political spectrum: Far Left (FL), Left (L),
center (c), Right (R), and Far Right (FR). we suppose that these voters are
spread symmetrically around the center of the political spectrum. The dis_
crete distribution of their locations is shown by a histogram, or bar chart, in
Figure 15.7. The height of each bar indicates the number of voters located at
that position. In this example, we have supposed that, of the 90 million vot-
ers, 40 million are Left, 20 million are Far Right, and l0 million each are Far
Left, Center, and Right.

voters will vote for the candidate who publicly identifies herself as being
closer to their own position on the spectrum in an election. If both candidates
are politically equidistant from a group of like-minded voters, each voter flips a
coin to decide which candidate to choose; this process gives each candidate
one-half of the voters in that group.

Now suppose there is an upcoming Presidential election between a former
First Lady (claudia) and a former First Lady hopeful (Dolores), now running for

FR Pol i t ical
poSttion

F

FIGURE 15.7 Discrete Distribution of Voters
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offlce on her or,nryt.1e Under the conflguration of voters illustrated in Figure 15'7'

we can consrrucr a payoff table for the two candidates showing the number of

votes that each can expect to receive under all of the different combinations of

political platform choices. This flve-by-five table is shown in Figure 15.8, with

totals denoted in millions of votes. The candidates will choose their optimal lo-

cation strategies to maximize the number of votes that they receive (and thus

increase the chances of winning).20

Here is how the votes are allocated. \Mhen both candidates choose the same

position (the five cells along the top-left to bottom-right diagonal of the table),

each candidate gets exactly one-half of the votes; because all voters are equidis-

tant from each candidate, all of them flip coins to decide their choices, and each

candidate garners 45 million votes. \A4ren the two candidates choose dffirent

positions, the more-left candidate gets all the votes at or to the left of her posi-

tion while the more-right candidate gets all the votes at or to the right of her po-

sition. In addition, each candidate gets the votes in central positions closer to

her than to her rival, and the two of them split the votes from any voters in a

central position equidistant between them. Thus, if Claudia locates herself at L

while Dolores locates herself at FR, Claudia gets the 40 million votes at L, the 10

million atFL, andthe 10 million at c (because c is closer to L than to FR)' Do-

lores gets the 20 million votes at FR and the 10 million at R (because R is closer

to FR than to L). The payoff is (60, 30). Similar calculations determine the out-

comes in the rest of the table.

DOLORES

FL L R FR

CLAUDIA

hL t< a\ 10,  B0 30, 60 50, 40 q< 35

L 80,10 45,45 s0, 40 c( ?5 60, 30

L 60, 30 40, 50 45,45 60, 30

R 40, 50 30, 60 a< 4q 70,20

FR 35,55 30, 60 20,70 4\ 4\

FIGURE 15.8 PayoffTableforCandidates'  Posi t ioning Game

leAny resemblance between our hlpothetical candidates and actual past or possible future candi-

dates in the United States is not meant to imply an analysis or prediction of theil performances rela-

tive to the Nash equilibrium. Nor is our distribution of voters meant to typifu u.S. voter preferences'

20To keep the analysis simple, we ignore the complications created by the electoral college and

suppose that only the popular vote matters.

i
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The table in Figure r5.B is large, but the game can be sorved very quickry. we
begin with the now familiar search for dominant, or dominated, strategies for
the two players. Immediatelywe see that, for claudia, FL is dominated by L and
FR is dominated by R. For Dolores, too, her FL is dominated by L and FR by R.
With these extreme strategies eliminated, for each candidate her R is dominated
by c. with the two R strategies gone, c is dominated by L for each candidate.
The only remaining cell in the table is (L, L); this is the Nash equilibrium.

we now note three important characteristics of the equilibrium in the candi-
date location game. First, both candidates locate atthe simeposition in equilib-
rium' This illustrates the principle of minimum differentiation, a general result
in all two-player games of locational competition, whether it be political plat_
form choice by presidential candidates, hotdog-cart location choices by street
vendors, or product feature choices by electronics manufacturing firms.21 \Ahen
the persons who vote for or buy from you can be arranged on a well-
defined spectrum of preferences, you do best by looking as much like your rival
as possible' This explains a diverse collection of behaviors on the paft of political
candidates and businesses. It may help you understand, for example, why there
is never just one gas station at a heavily traveled intersection or why all brands of
four-door sedans (or minivans or spoft utility vehicles) seem to look the same
even though every brand claims to be coming out continuallywith a ,,new,, look.

second and perhaps most crucial, both candidates locate at the position of
the median voter in the population. In our example, with a total of g0 milion
voters, the median voter is number 45 million from each end. The numbers
within one location can be assigned arbitrarily, but the location of the median
voter is clear; here, the median voter is located at the L position on the political
spectrum' So that is where both candidates locate themselves, which is the re-
sult predicted by the median voter theorem.

Third, obsele that the location of the median voter need not coincide with
the geometric center of the spectrum. The two will coincide if the distribution of
voters is symmetric, but the median voter can be to the left of the geometric
center if the distribution is skewed to the left (as is true in Figure 15.7) and to the
right if the distribution is skewed to the right. This helps explain why state polit_
ical candidates in Massachusetts, for example , all tend to be more liberal than
candidates for similar positions in Texas or South Carolina.

The median voter theorem can be expressed in different ways. one ver_
sion states simply that the position of the median voter is the equilibrium lo_
cation position of the candidates in a two-candidate election. Another version
says that the position that the median voter most prefers will be the Condorcet
winner; this position will defeat every other position in a pairwise contest. For

2lEconomists 
learn this result within the context of Hotelling's model of spatial location. see

HaroldHotelling, "stabilityinCompetition,', EconomicJournal,vol3g,no. 1(March t929),pp.41_57.
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example, if M is this median position and L is any position to the left of M,

then M will get all the votes of people who most prefer a position at or to the

right of M, plus some to the left of M but closer to M than to L. Thus M will get

more than 50% of the votes. The two versions amount to the same thing be-

cause, in a two-candidate election, both seeking to win a majority will adopt

the Condorcet-winner position. These interpretations are identical. In addi-

tion, to guarantee that the result holds for a particular population of voters,

the theorem (in either form) requires that each voter's preferences be "reason-

able,,, as suggested earlier. Reasonable here means "single peaked," as in

Black's condition described in Section 3.A and Figure 15.4' Each voter has a

unique most-preferred position on the political spectrum, and her utility (or

payoff decreases away from that position in either direction'22 In actual U'S'

Presidential elections, the theorem is borne out by the tendency for the main

candid.ates to make very similar promises to the electorate'

B. (ontinuous Political SPectrum

The median voter theorem can also be proved for a continuous distribution of po-

Iitical positions. Rather than having five, three, oI any finite number of positions

from which to choose, a continuous distribution assumes there are effectively an

infinite number of political positions. These political positions are then associ-

ated with locations along the real number line between 0 and 1.23 Voters are still

distributed along the political spectrum as before, but, because the distribution is

now continuous rather than discrete, we use a voter distribution function rather

than a histogram to illustrate voter locations. Two common functions-the

(a) Uniform distribution (b) Normal distribution

Voter
ma ss

Voter
mass

00.5x1
Pol i t ical
position

FIGURE 15.9 Continuous Voter Distributions

,rHowever, the distribution ofvoters' ideal polnts along the political spectrum does not have to

be single peaked, as indeed the histogram in Figure 15.7 is not-there are two peaks at L and FR.

23This construction is the same one used in Chapters 12 and 13 for analyzing large populations of

individual members.
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uniform distribution and the (s)lrnmetric) normal distribution_are illustrated
in Figure 15.9.24 The area under each curve represents the total number of votes
available; at any given point along the interval from 0 to 1, such as x in Figure
15.9a, the number of votes up to that point is determined by finding the area
under the distribution function from 0 to ;r-. It should be clear that the median
voter in each of these distributions is located at the center of the spectrum, at po-
sition 0.5.

It is not feasible to construct a payoff table for our two candidates in the
continuous-spectrum case; such tables must necessarily be finitely dimen_
sioned and thus cannot accommodate an infinite number of possible strategies
for players. we can, however, solve the game by applying the same strategic
logic that we used for the discrete (finite) case discussed in Section 5.A.

consider the options of claudia and Dolores as they contemplate the pos-
sible political positions open to them. Each knows that she must find her Nash
equilibrium strategy-her best response to the equilibrium strategy of her
rival. We can define a set of strategies that are best responses quite easily in
this game, even though the complete set of possible strategies is impossible to
delineate.

suppose Dolores locates at a random position on the political spectrum,
such as x in Figure 15.9a. Claudia can then calculate how the votes r,l'ill be split
for all possible positions that she might choose. If she chooses a position to the
left of x, she gets all the votes to her Ieft and half of the votes lying between her
position and Dolores's. If she locates to the right of x, she gets all the votes to her
right and half of the votes lying between her position and r. Finally, if she, too,
locates at r, she and Dolores split the votes 50-50. These three possibilities ef-
fectively summarize all of claudia's location choices, given that Dolores has
chosen to locate at x.

But which of the response strategies just outlined is claudia's ',best,' re-
sponse? The answer depends on the location of x relative to the median voter.
If x is to the right of the median, then Claudia knows that her best response will
be to maximize the number of votes that she gains, which she can do by locat-
ing an infiniteiy small bit to the left of r.2s In that case, she effectively gets all
the votes from 0 to r while Dolores gets those from x to 1. \Mren x is to the right
of the median, as in Figure 15.9a, then the number of voters represented by the
area under the distribution curve frclm 0 to x is by definition larger than the
number of voters from r to l; so Claudia would win the election. Similarlv, if -rr

ZrWe do not delve deeply into the mechanics underlying distribution theory or the integral calcu-
lus required to calculate the exact proportion of the voting population lying to the left or right of an1,
particular position on the continuous poiitical spectrurn. Here we present only enough information
to convince you that the median voter theorem continues to hold in the continuous case.2sSuch a location, infinitesimally removed from x to the leit, is feasible in the continuous case. In
our discrete example, candidates had to locate at exactlv the same oosition.
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is to the left of the median, Claudia's best response will be to locate an infi-
nitely small bit to the right of r and thus gain all the votes from .r to 1. \,Vhen x is
exactly at the median, Claudia does best by choosing to locate at x also. The
best-response strategies for Dolores are constructed exactly the same way and,
given the location of her rival, are exactly the same as those described for Clau-
dia. Graphically, these best-response curves lie just above and below the 45'
line up to the position of the median voter, at which point they lie exactly on
the 45" line (Claudia's best response to Dolores's location at that of the median
voter is to locate in the same place; the same is true in reverse for Dolores). Be-
yond the position of the median voter, the best-response curves switch sides of
the 45" line.

We now have complete descriptions of the best-response strategies for both
candidates. The Nash equilibrium occurs at the intersection of the best-
response curves; this intersection lies at the position of the median voter. You
can think this through intuitively by picking any starting location for one of the
candidates and applying the best-response strategies over and over until each
candidate is located at a position that represents her best response to the posi-
tion chosen by her rival. If Dolores were contemplating locating at x in Figure
15.9a, Claudia would want to locate just to the left of x, but then Dolores would
want to locate just to the left of that, and so on. Only when the two candidates
locate exactly at the median of the distribution (whether the distribution is uni-
form or normal or some other kind), do they find that their decisions are best re-
sponses to each other. Again we see that the Nash equilibrium is for both
candidates to locate at the position of the median voter.

More complex mathematics are needed to prove the continuous version of
the median voter theorem to the satisfaction of a true mathematician. For our
purposes, however, the discussion given here should convince you of the valid-
ity of the theorem in both its discrete and continuous forms. The most impor-
tant limitation of the median voter theorem is that it applies when there is just

one issue, or a one-dimensional spectrum of political differences. If there are
two or more dimensions-for example, if being conservative versus liberal on
social issues does not coincide with being conservative versus liberal on eco-
nomic issues-then the population is spread out in a two-dimensional "issue
space" and the median voter theorem no longer holds. The preferences of every
individual voter can be single peaked, in the sense that the individual voter has
a most-preferred point and her payoff value drops away from this point in all di-
rections, like the height going away from the peak of a hill. But we cannot iden-
tify a median voter in two dimensions, such that exactly the same number of
voters have their most-preferred point to the one side of the median voter posi-
tion as to the other side. In two dimensions, there is no unique sense of side,
and the numbers of voters to the two sides can vary, depending on just how we
define "side."
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r;i.tiiliili,:!!*'ii SUMMARY iitii*liirtiiitlr,:1

Elections can be held with the use of a variety of different voting procedures
that alter the order in which issues are considered or the manner in which votes
are tallied. voting procedures are classifie d as binary, pluratiue, or mixed meth-
ods. Binary methods include majority rule, as well as pairwise procedures such
as the Condorcet method and the amendment procedure. Positional methods
such as plurality rule andtl'e Borda count, as well as approual uoting, are plura-
tive methods. And majority runoffi, instant runoffs, and proportional represen-
tation are mixed methods.

voting paradoxes (such as the condorcet, the agenda, and the reuersal para-
dox) show how counterintuitive results can arise owing to difficulties associated
with aggregating preferences or to small changes in the list of issues being con-
sidered. Another paradoxical result is that outcomes in any given election under
a given set ofvoter preferences can change, depending on the voting procedure
used. certain principles for evaluating voting methods can be described, al-
though Arrow's impossibility theorem shows that no one system satisfies all of
the criteria at the same time. Researchers in a broad range of fields have consid-
ered alternatives to the principles identified byArrow.

Voters have scope for strategic behavior in the game that chooses the voting
procedure or in an election itself through tlrre misrepresentation of their own
preferences. Preferences may be strategically misrepresented to achieve the
voter's most-preferred or to avoid the least-preferred outcome. In the presence
of imperfect information, voters may decide whether to vote strategically on the
basis of their beliefs about others' behavior and their knowledge of the distribu-
tion ofpreferences.

Candidates also may behave strategically in building a political platform. A
general result known as the median uoter theorem shows that, in elections with
only two candidates, both locate at the preference position of the median uoter.
This result holds when voters are distributed along the preference spectrum ei-
ther discretely or continuously.

iiiiiriif''tililii,tl,.1l liilf,rlillilli;,1liit:liiffi KEY TERMS ifili+uitjit$fiili,l

agenda paradox (507)

amendment procedure (502)
antiplurality method (502)
approval voting (503)

binarymethod (501)
Black's condition (5 l2)

Borda count (502)

Condorcet method (501)

Condorcet paradox (505)

Condorcet terms (514)

Condorcetwinner (502)

continuous distribution (528)
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Copeland index (502)

discrete distribution (525)

distribution function (528)

Gibbard- Satterthwaite theorem
(523)

histogram (525)

impossibility theorem (5 I l)

instant runoff (504)

intransitive ordering (506)

majority rule (501)

majority runoff (503)

medianvoter (524)

median voter theorem (524)

mixedmethod (503)

multistage procedure (501)

normal distribution (529)

pairwise voting (501)

plurality rule (502)

plurative method (502)

positional method (502)

principle of minimum
differentiation (527)

proportional representation (504)

reversal terms (514)

reversal paradox (508)

robustness (513)

rounds (504)

sincere voting (508)

single-peaked preferences (5 l2)

single transferable vote (504)

social ranking (505)

spoiler (515)

strategic misrepresentation of

preferences (505)

strategic voting (505)

transitive ordering (506)

uniform distribution (529)

i$iiliiiii+j:iii.,rl i;iiiffi EXERCISES tliilA,iri+iltii;rffi

l. Consider a vote being taken by three roommates, A, B, and C, who share a

triple dorm room. They are trying to decide which of three elective courses

to take together this term. (Each roommate has a different major and is tak-

ing required courses in her major for the rest of her courses.) Their choices

are Philosophy, Geology, and Sociology, and their preferences for the three

courses are as shown here:

A B c

Phi losophy Sociology Geology

Geology Phi losophy Sociology

Sociology Geology Phi losophy

They have decided to have a two-round vote and will draw straws to deter-

mine who sets the agenda. Suppose A sets the agenda and wants the Philos-

ophy course to be chosen. How should she set the agenda to achieve this

outcome if she knows that everyone will vote truthfully in all rounds? \Mhat

agenda should she use if she knows that they will all vote strategically?
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Repeat Exercise I for the situation in which B sets the agenda and wants to
ensure that Sociology wins.

Suppose that voters I through 4 are being asked to consider three different
candidates-A, B, and c-in a Borda count election. Their preferences are:

Assume that voters will cast their votes truthfully (no strategic voting). Find
a Borda weighting system-a number of points to be allotted to first, sec-
ond, and third preferences-in which candidate A wins.

4. Repeat Exercise 3 to find a Borda weighting system in which candidate B wins.

5. consider a group of 50 residents attending a town meeting in Massachu-
setts. They must choose between three proposals for dealing with town
garbage. Proposal 1 asks the town to provide garbage collection as one of its
services; Proposal 2 calls for the town to hire a private garbage collector to
provide collection services; and Proposal 3 calls for residents to be responsi-
ble for their ornryr garbage. There are three types of voters. The first tlpe
prefers Proposal 1 to Proposal 2 and Proposal 2 to Proposal 3; there are 20 of
these voters. The second type prefers Proposal 2 to proposal 3 and proposal
3 to Proposal 1; there are 15 of these voters. The third type prefers proposal
3 to Proposal I and Proposal I to Proposal2;there are l5 of them.
(a) Under a plurality voting system, which proposal wins?
(b) Suppose voting proceeds with the use of a Borda count in which voters

list the proposals, in order of preference, on their ballots. The proposal
listed flrst (or at the top) on a ballot gets three points; the proposal listed
second gets two points; and the proposal listed last gets one point. In
this situation, with no strategic voting, how many points are gained by
each proposal? \Mhich proposal wins?

(c) \Mhat strategy can the second and third ty.oes of voters use to alter the
outcome of the Borda count vote in part b to one that both types prefer?
If they use this strategy, how many points does each proposal get, and
which wins?

6. olympic skaters complete two programs in their competition, one short
and one long. In each program, the skaters are scored and then ranked by
a panel of nine judges and their positions in the rankings are used to

1 2 3 4

A A B L

B B c B

C A A
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determine their final scores. A skater's ranking depends on the number of
judges placing her first (or second or third); the skater judged to be best by

the most judges is ranked number one and so on. In calculating a skater's

final score, the short program gets half the weight of the long program.

That is, Final score : 0.5 (Rank in short program) + Rank in long program.

The skater with the lowest final score wins the gold medal. In the event of

a tie, the skater judged best in the long program by the largest number of
judges takes the gold. In 2002 tn Salt Lake City, the women's individual fig-

ure skating competition had Michelle Kwan in first place after the short

program. She was followed by Irina Slutskaya, Sasha Cohen, and Sarah

Hughes, who were in second, third, and fourth places, respectively. In the

long program, the judges' cards for these four skaters were as follows:

At the Olyrnpics, Slutskaya skated last of the top skaters. Use the infor-

mation from the judges' cards to determine the judges' long-program

ranks for Kwan, Cohen, and Hughes before Slutskaya skated. Then,

using the standings already given for the short program in conjunction

with your calculated ranks for the long program, determine the flnal

scores, and standings, among these three skaters before Slutskaya

skated. (Note that Kwan's rank in the short program was 1, and so her

partial score after the short program is 0.5.)

Given your answer to part a, what would have been the final outcome of

the competition if the judges had ranked Slutskaya's long program

above all three of the others?
Use the judges' cards to determine the actual final scores for all four

skaters after Slutskava skated. \.\ho won each medal?

(a)

(b)

JUDGE NUMBER

,l 2 3 4 5 6 7 I 9

KWAN
Points I  1.3 1 1.5 11.7 1 1.5 11.4 1 1.5 11.4 1 1.5 11.4

Rank 2 2 l 2 3 2

SLUTSKAYA
Points 1 1.3 11 .7 1 1.8 11 .6 11.4 11 .7 1 1.5 11 .4 1 1.5

Rank 3 I I 1 4 1 2 ? a

COHEN
Points ' l  1.0 1 1.6 1 1.5 11.4 11 .4 11.4 I  1.3 I 1.3 1 1.3

Rank 4 2 4 3 ? 4 4 4 4

HUGHES
Points 11.4 1 1.5 11.6 11.4 11.6 11.6 1 1.3 1 1.6 11.6

Rank I 4 4 1 1 1 1

(c)
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(d) \Ahat important principle, of those identified by Arrow, does the
Olympic figure-skating scoring system violate? Explain.

7. During the Cuban missile crisis, serious differences of opinion arose within the
ExComm group advising President John Kennedy, which we summarizehere.
There were three options: Soft (a blockade), Medium (a limited air strike), and
Hard (a massive air strike or invasion). There were also three groups in Ex-
Comm. The civilian doves ranked the alternatives Soft best, Medium next, and
Hard last. The civilian hawks preferred Medium best, Hard next, and Soft last.
The military preferred Hard best, but they felt "so strongly about the dangers
inherent in the limited strike that they would prefer taking no military action
rather than to take that limited strike." [The Kennedy Tapes: Inside the lMhite
House During the Cuban Missile Crzsis, ed. Ernest R. May and Philip D. Zelikow
(Cambridge, MA: Haward University Press, 1997) , p.97.) In other words, they
ranked Soft second and Medium last. Each group constituted about one-third
of ExComm, and so anyt\ivo of the groups would form a majority.
(a) If the matter were to be decided by majority vote in ExComm and the

members voted sincerely, which alternative, if any, would win?
(b) \Mhat outcome will arise if members vote strategically? \44rat outcome

will arise if one group has agenda-setting power? (Model your discus-
sion in these two cases after the analysis found in Sections 2.B and 4.B.)

8. Iohn Paulos, in his book titled A Mathematician Reads the lYewspaper, gives
the following caricature based on the 1992 Democratic Presidential primary
caucuses. There are five candidates: Jerry Brovrn, Bill Clinton, Tom Harkin,
Bob Kerrey, and Paul Tsongas. There are 55 voters, with different preference
orderings concerning the candidates. There are six different orderings, which
we label I through M. The preference orderings (1 for best to 5 for worst)
along with the numbers of voters with each ordering, are shoum in the follow-
ing table; the candidates are identified by the flrst letters of their last names.26

GROUPS AND THEIR SIZES

t18 l l  12 i l t  10 tv9 v4 vt2

RANKING

T c B K H H

) n T1 c B B

3 H K H t-t K K

B B K L B c

5 L T T T T T

26John Allen Paulos, A Mathematician Reads the Newspaper (New York: Basic Books, 1995),
pp. 104-106.
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(a) First suppose that all voters vote sincerely, and consider the outcomes of
each of several different election rules. Show each of the following out-
comes: (i) Under the plurality method (the one with the most first prefer-
ences), Tsongas wins. (ii) Under the runoff method (the top two first

, preferences go into a second round), Clinton wins. (iii) Under the elimina-
tion method (at each round, the one with the least first preferences at that
round is eliminated, and the rest go into the next round), Bror.t'n wins. (iv)
Under the Borda count method (five points for flrst preference, four for
second, and so on; the candidate with the most points wins), Kerreywins.
(v) Under the Condorcet method (pairwise comparisons), Harkin wins.

(b) Suppose that you are a Brown, Kerrey, or Harkin supporter. Under the
plurality method, you would get your worst outcome. Can you benefit
by voting strategically? If so, how?

(c) Are there opportunities for strategic voting under each of the other
methods as well? If so, explain who benefits from voting strategically
and how they can do so.

9. Recall the three-member Council considering three alternative welfare poli-
cies in Section 4.C. There, three Councillors (Left, Center, and Right) con-
sidered policies A and D in a first-round vote with the winner facing policy
G in a second-round election, but no one knows for sure exactly how many
councillors have each set of possible preferences; the possible preference
orderings are shown in Figure 15.1. Each councillor knows her own type
and she knows the probabilities of observing each tlpe of voter, pr, pc,, arld
p,, (with pr. * pc t pa - i). The behavior of the Center-type voters in the
first-round election is the only unknown in this situation and will depend
on the probabilities that the various preference types occur. Suppose here
that a Center-type voter believes (in contrast with the case considered in the
text) that other Center t),pes will vote strategically; suppose further that the
Center tyre's payoffs are as in Section 4.C: I if A wins, 0 if G wins, and 0 < z.l
< l i fDwins.
(a) Under what configuration of the other two votes does the Center-t1pe

voter's first-round vote matter to the outcome of the election? Given her
assumption about the behavior of other Center-type voters, how would
she identiff the source of the first-round votes?

(b) Following the analysis in Section 4.C, determine the expected payoff to
the Center type when she votes truthfully. Compare this with her ex-
pected payoff when she votes strategically. \Mhat is the condition under
which the Center type votes strategically?

10. An election has three candidates and takes place under the plurality rule.
There are numerous voters, spread along an ideological spectrum from left
to right. Represent this spread by a horizontal straight line whose extreme
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points are 0 (left) and I (right). Voters are uniformly distributed along this
spectrum; so the number of voters in any segment of the line is proportional
to the length of that segment. Thus a third of the voters are in the segment
from 0 to 1/3, a quarter in the segment fromIl2to3l4, and so on. Each
voter votes for the candidate whose declared position is closest to the
voter's ora,n position. The candidates have no ideoiogical attachment and
take up anyposition along the line, each seeking only to maximize her share
ofvotes.
(a) Suppose you are one of the three candidates. The left-most of the other

two is at point x, and the right-most is at the point (l - y), where x -l y < |
(so the right-most candidate is a distance y from 1). Show that your best
response is to take up the following positions under the given conditions:
(i) just slightly to the left of x if x > y and3x -r y ) l,
(ii) just slightly to the dght of (I - y) if y> x and x * 3y > I,
(iii) and exactly haltway between the other candidates if 3x + y < I and

x*3y<I.
(b) In a graph with -r and y along the axes, show the areas (the combination

of x and y values) where each of the response rules (i to iii in part a) is
best for you.

(c) From your analysis, what can you conclude about the Nash equilibrium
of the game where the three candidates each choose positions?
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Bidding Strategy

andAuction Design

! N rurs cHAprER, we consider a topic that is becoming increasingly relevant

I itr many of our lives-bidding strategy and auction design. Although you

I might argue that you have never been, nor do you expect ever to be, at

I  Christ ie 's or Sotheby's or an ant ique auct ion in the wi lds of Vermont or a

livestock auction in Illinois, you probably participate in more auctions than you

imagine. With the phenomenal recent growth in online auction sites, for exam-

ple, millions of people now buy regularly at auctions. And other transactions in

which you participate may also be classified as auctions.

Auctions entail the transfer of a particular object from a seller to a buyer (or

bidder) for a certain price (or bid). Considered in this simple form, many market

transactions resemble auctions. For example, Stores such as Filene's Basement

in Boston use a clever pricing strategy to keep customers coming back for more:

they reduce the prices on items remaining on the racks successively each week

until either the goods are purchased or the price gets so low that they donate the

items to charity. Shoppers love it. Little do they realize that they are participat-

ing in what is known as a descending, or Dutch, auction-one of the types of

auctions described in detail in this chapter.

Even if you do not personally participate in many auctions, your life is

greatly influenced by them. The Federal Communications Commission (FCC)

since 1994 has auctioned off large parts of the electromagnetic broadcasting

spectrum in more than 40 different auctions. The kind of television that you

watch for the next few decades and the kinds of cellular phones that you use will

be affected by this process and its outcomes. These auctions have already raised

538
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some $41 billion in government revenues, as of June 2003, and there are four
auctions scheduled for the summer and fall of 2003. Because these revenues
have made significant contributions to the federal budget, they have affected
important macroeconomic magnitudes, such as interest rates. International
variables also have been affected by not only the u.S. spectrum auctions, but
also similar auctions in at least six European countries as well as in Australia
and New zealand. Ilnderstanding how auctions work will help you understand
these important events and their implications.

From a strategic perspective, auctions have several characteristics of inter-
est. Most crucial is the existence of asymmetric information between seller and
bidders, as well as among bidders. Thus, signaling and screening can be impor-
tant components of strategy for both bidders and sellers. In addition, optimal
strategies for both bidders and sellers will depend on their levels of aversion to
risk. we will also see that under some specific circumstances expected payoffs
to the seller as well as to the winning bidder are the same across auction t1pes.

This chapter explores the various types of auctions, as well as the strategies
that you might want to employ as either the buyer or the seller in such situa-
tions' The formal theory of auctions relies on advanced calculus to derive its re-
sults, but we eschew most of this difficult mathematics in favor of more intuitive
descriptions of optimal behavior and strategy choice.l As an example of how
auction design and bidding theory influence modern commerce, we provide a
detailed discussion of the use of auctions on the Internet.

Auctions differ in the methods used for the submission of bids and for the deter-
mination of the final price paid by the winner. In addition, auctions can be clas-
sified according to the way in which buyers might value the object being
auctioned. Here we categorize the various auction t),pes, describing their char-
acter ist ics and mechanics.

The four major categories of auctions can be divided into two groups. The
first group is known as open outcry. In this tlpe of auction, bidders call out or
othetwise make their bids in public. All bidders are able to observe bids as they
are made. This type perhaps best fits the popular vision of the way in which auc-
tions work-an image that includes feverish bidders and an auctioneer. But
open outcry auctions can be organized in two ways. only one of them would
ever demonstrate "feverish" bidding.

'A reference list of sources for additional information on the theory and practice of auctions can
be found in the final section of the chapter.
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The ascending, or English, version of an open-outcry auction conforms

best to this popular impression of auctions. Ascending auctions were and still

are the norm at English auction houses such as Christie's and Sotheby's from

which they take their alternate name. The auction houses have a conventional

auctioneer who starts at a low price and calls out successively higher prices for

an item, waiting to receive a bid at each price before going on. VVhen no further

bids can be obtained, the item goes to the most recent, highest, bidder. Thus,

any number of bidders can take part in English auctions, although only the top

bidder gains the item up for sale. And the bidding process may not literally en-

tail the actual outcry of bids, because the mere nod of a head or the flick of a

wrist is common bidding behavior in such auctions. A large majority of the ex-

isting Internet auction sites now run what are essentially ascending auctions (in

virtual, rather than real, time) for almost any item imaginable.

The other type of open outcry auction is the Dutch, or descending, auction'

Dutch auctions, which get their name from the way in which tulips and other

flowers are auctioned in the Netherlands, wotk in the opposite direction from

that of English auctions. The auctioneer starts at an extremely high price and

calls out successively lower prices until one of the assembled potential bidders

accepts the price, makes a bid, and takes the item. Because of the desire or need

for speed, Dutch flower auctions, as well as auctions for other agricultural or

perishable goods (such as the daily auction at the Sydney Fish Market), use a

"clock" that ticks down (counterclockwise) to ever lower prices until one bidder

"stops the clock" and collects her merchandise. In many cases, the auction

clock displays considerable information about the lot of goods currently for sale

in addition to the falling price of those goods. And, unlike the English auction,

there is no feverish bidding in a Dutch auction, because only the one person

who "stops the clock" takes any action.
The second group of auctions are those that are conducted by sealed bid. In

these auctions, bidding is done privately and bidders cannot observe any of the

bids made by others; in many cases, only the winning bid is announced. Bidders

in such auctions, as in Dutch auctions, have only one opportunity to bid. (Techni-

cally, you could submit multiple bids, but only the highest one would be relevant

to the auction outcome.) Sealed-bid auctions have no need for an auctioneer.

They require only an overseer who opens the bids and determines the winner.

Within sealed-bid auctions, there are two methods for determining the

price paid by the high bidder" In a first-price sealed-bid auction, the highest

bidderwins the item and pays a price equal to her bid. In a second-price sealed-

bid auction, the highest bidder wins the item but pays a price equal to the bid of

the second-highest bidder. A second-price structure can be extremely useful for

eliciting truthful bids, as we will see in Section 4, and such auctions are often

termed Vickrey auctions after the economist who flrst noted this particular

characteristic. We will also see that the sealed-bid auctions are each similar, in
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regard to bidding strategy and expected payoffs, to one ofthtions; firsr-price seared-bid auctions are similar to Dutch 

"":ilfi:;::':l;ff-price sealed-bid auctions are similar to English auctions.
Finally, there are two ways in which bidders may varue an item up for auc_tion' in a common-value, or objective-value, auction, the varue of the object isthe same for all the bidders, but each bidder generalry knows only an impreciseestimate of it. Bidders may have some sense of the distribution of possible var_ues, but each must form her own estimate before bidding. For example, an o'_drilling tract has a given amount of oil that should p.oairce the same revenuefor all companies, but each company has only its own expert,s estimate of theamount of oil contained under the tract. similarly, each bond trader has only anestimate of the future course of interest rates. In such auctions, signaling andscreening can play an important role. Each bidder shourd be aware of the factthat other bidders possess some (however sketchy) information about an ob_ject's value, and she should attempt to infer the contents of that informationfrom the actions of rival bidders. In addition, she should be aware of how herown actions might signal her private information to those rival bidders.The second type of varuation is the private-value, or subjective_value, auc_tion' In this case, bidders place different values on an object. t,or example, agown worn by princess Diana or a necklace worn by lacquerine BouvierKennedy onassis may have sentimental value to some bldders. tsidders knowtheir or,rn private varuations in such auctions but do not know one another,svaluations of an object. Similarly, the seller does not know any of the bidders,valuations. Bidders and sellers may each be abre to formulate rough estimatesof others' varuations and, as above, can use signals and screens to attempt toimprove their final outcomes. The information problem is reievant, then, notonly to bidding sftategies, but arso to the seller,s strategy in designing the formof auction to identifu the highest valuation and to extract the best price.other, less common, configurations arso can be used to sell goods at auction.For example, yo'could set up an auction in which the highest bidder wins but thetop two bidders pay their bids or one in which the high bidder wins but alr bidderspay their bids, a procedure discussed in Section 5. we do not attempr to considerall possible combinations here. Rather, we anaryzeseveral of the most commonauction schemes by using examples that bring out important strategic concepts.

A standard but often ignored outcome arises in common_value auctions. Recailthat such auctions entail the sale of an object whose value is fixed and identicalfor all bidders, although each bidder .u.r only estimate it. The winner,s curse is
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a warning to bidders that, if they win the object in the auction, they are likely to

have paid more than it is worth.
Suppose you are a corporate raider bidding for Targetco. Your experts have

studied this company and produced estimates that, in the hands of the current

management, it is worth somewhere between 0 and $10 billion, all values in this

range being equally likely. The current management knows the precise flgure,

but of course it is not telling you. You believe that, whatever Targetco is worth

under existing management, it will be worth 50% more under your control.

\l/hat should you bid?
You might be inclined to think that, on average, Targetco is worth $5 billion

under existing management and thus $7.5 billion, on average, under yours. If so,

then a bid somewhere between $5 billion and $7.5 billion should be profltable.

But such a bidding strategy reckons without the response of the existing man-

agement to your bid. If Targetco is actually worth more than your bid, the cur-

rent owners are not going to accept the bid. You are going to get the company

only if its true worth is toward the lower end of the range.

Suppose you bid amount b. Your bid will be accepted and you will take over

the management of Targetco if it is worth somewhere between 0 and b under

the current management; on average, you can expect the company to be cur-

rently worth b | 2 if your bid is accepted. In your hands, the average worth will be

50% more than the current worth, or (1.5)(blz) : 0.75b. Because this value is al-

ways less than b, you would win the takeover battle only when it was not worth

winning! Many raiders seem to have discovered this fact too late.

But corporate raiders, often engaged in one-on-one negotiations with target

firms resembling auctions with only one bidder, are not the only ones affected

by the winner's curse. Similar problems arise when you are competing with

other bidders in a common-value auction and all of vou have separate estimates

for the object's value.
Consider a lease for the oil- or gas-drilling rights on a tract of land (or sea).2

At the auction for this lease, you win only if your rivals make estimates of the

value of the lease that are lower than your estimate. You should recognize this

fact and try to learn from it.
Suppose the true value of the lease, unknown to any of the bidders, is $1

billion. (In this case, the seller probably does not know the true value of the

tract either.) Suppose there are 10 oil companies in the bidding. Each com-
pany's experts estimate the value of the tract with an error of $i00 million, all

numbers in this range being equally likely. If all 10 of the estimates could be
pooled, their arithmetic average would be an unbiased and much more accu-

2For example, the United States auctions leases for offshore oil-drilling rights, including rights in

the Gulf of Mexico and off the coast of Alaska. The state of Pennsylvania is contemplating the auc-

tion of leases for natural gas-drilling rights on almost half a million acres of state forest land.
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rate indicator of the true value than any single estimate. But, when each bidder
sees only one estimate, the largest of these estimates is biased: on average, it
will be $1.08 billion, right near the upper end of the range.3 Thus, the winning
company is likely to pay too much, unless it recognizes the problem and ad-
justs its bid downward to compensate for this bias. The exact calculation re-
quired to determine how far to shade dor,rm your bid without losing the auction
is difficult, however, because you must also recognize that all the other bidders
will be making the same adjustment.

We do not pursue the advanced mathematics required to create an optimal
bidding strategy in the common-value auction. However, we can provide you
with some general advice. If you are bidding on an item, the question "Would I
be willing to purchase the lease for $1.08 billion, given what I know before sub-
mitting my bid?" is very different from the question "Would I still be willing to
purchase the lease for $1.08 billion, given what I know before submitting my bid
and given the knowledge that I will be able to purchase the lease only if no one
else is willing to bid $1.08 billion for it?"4 Even in a sealed-bid auction, it is the
second question that reveals correct strategic thinking, because you win with
any given bid only when all others bid less-only when all other bidders have a
lower estimate of the value of the object than you do.

If you do not take the winner's curse into account in your bidding behavior,
you should expect to lose substantial amounts, as indicated by the numerical
calculations done earlier for bidding on the hypothetical Targetco. How real is
this danger in practice? Richard Thaler has marshaled a great deal of evidence
to show that the danger is very real indeed.s

The simplest experiment to test the winner's curse is to auction a jar of pen-
nies. The prize is objective, but each bidder forms a subjective estimate of how
many pennies there are in the jar and therefore of the size of the prize; this ex-
periment is a pure example of a common-value auction. Most teachers have
conducted such experiments with students and found significant overbidding.
In a similar but related experiment, M.B.A. students were asked to bid for a hlpo-
thetical company instead of a penny jar. The game was repeated, with feedback
after each round on the true value of the company. Only 5 of 69 students learned
to bid less over time; the average bid actuallywent up in the later rounds.

Observations of reality confirm these flndings. There is evidence that win-
ners of oil- and gas-drilling leases at auctions take substantial losses on their
leases. Baseball players who as free agents went to new teams were found to be
overpaid in comparison with those who re-signed with their old teams.

tThe l0 estimates will, on average, range from $0.9 billion to $1.1 billion ($I00 million on either
side of $ I billion). The low and high estimates will, on average, be at the extremes of the distribution.

4SeeStevenLandsburg, TheArmchairEconomlsr(NewYork: FreePress, 1993),p. 175.
sRichard Thaler, "Anomalies: The Winner's Cttrse," Iournal of Economic Perspectiues, vol. 2, no. I

(Winter l9BB),  pp.  l9 l  -201.
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We repeat: the precise calculations that show how much you should shade
down your bidding to take into account the winner's curse are beyond the
scope of this text; the articles cited in Section 9 contain the necessary mathe-
matical analysis. Here we merely wish to point out the problem and emphasize
the need for caution. Vly'hen your willingness to pay depends on your expected
ability to make a profit from your purchase or on the expected resale value of
the item be wary.

This analysis shows the importance of the prescriptive role of game theory.
From observational and experimental evidence, we know that many people fall
prey to the winner's curse. By doing so, they lose a lot of money. Learning the
basics of game theory would help them anticipate the winner's curse and pre-
vent attendant losses.

We turn now to private-value auctions and a discussion of optimal bidding
strategies. Suppose you are interested in purchasing a particular lot of Chateau
Margaux 1952 Bordeaux wine. Consider some of the different possible auction
procedures that could be used to sell the wine.

Suppose first that you are participating in a standard, English auction. Your
optimal bidding strategy is straightforward, given that you know your valuation
V Start at any step of the bidding process. If the last bid made by a rival bidder,
call it r, is at or above V, you are certainly not willing to bid higher; so you need
not concern yourself with any further bids. Only if the last bid is still below Vdo
you bid at all. In that case, you can add a penny (or the smallest increment al-
lowed by the auction house) and bid r plus one cent. If the bidding ends there,
you get the wine for r (or virtually r), and you make an effective proflt of V - r. If
the bidding continues, you repeat the process, substituting the value of the new
last bid for r. In this type of auction, the high bidder gets the wine for (virtually)
the valuation of the second-highest bidder. How close the final price is to the
second-highest valuation will be determined by the minimum bid increment
deflned in the auction rules.

Now suppose the wine auction is flrst-price sealed-bid and you suspect that
you are a very high value bidder. You need to decide whether to bid Vor some-
thing other than 14 Should you put in a bid equal to the full value Tthat you
place on the object?

Remember that the high bidder in this auction will be required to pay her
bid. In that case, you should not in fact bid Z Such a bid would be sure to
give you zero profit, and you could do better by reducing your bid somewhat.
If you bid a little less than 14 you run the risk of losing the object should a
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rival bidder make a bid above yours but below Z But, as long as you do not
bid so low that this outcome is guaranteed, you have a positive probability of
making a positive profit. Your optimal bidding strategy entails shading your
bid. Calculus would be required to describe the actual strategy required here,
but an intuitive understanding of the result is simple. An increase in shading
(a lowering of your bid from V) provides both an advantage and a disadvan-
tage to you; it increases your profit margin if you obtain the wine, but it also
lowers your chances of being the high bidder and therefore of actually ob-
taining the wine. Your bid is optimal when the last bit of shading just bal-
ances these two effects.

\.Vhat about a Dutch auction? Your bidding strategy in this case is similar to
that for the first-price sealed-bid auction. Consider your bidding possibilities.
\.44ren the price called out by the auctioneer is above 14 you choose not to bid. If
no one has bid by the time the price gets down to V, yot; may choose to do so.
But, again, as in the sealed-bid case, you have two options. You can bid now and
get zero profit or wait for the price to drop lower. Waiting a bit longer will in-
crease the profit that you take from the sale, but it also increases your risk of los-
ing the wine to a rival bidder. Thus shading is in your interest here as well, and
the precise amount of shading depends on the same cost-benefit analysis de-
scribed in the preceding paragraph.

Finally, there is the second-price sealed-bid auction. In that auction, the
cost-benefit analysis regarding shading is different from that in the preceding
three types of auctions. This result is due to the fact that the advantage gained
from shading, the increase in your proflt margin, is zero in this auction. You do
not improve your profit by shading your bid, because your profit is determined
by the second-highest bid, not your own. Because second-price sealed-bid auc-
tions have this interesting property, all of the next section deals with the analy-
sis of bidding strategies in such auctions.

We have just seen that bidding strategies in private-value English auctions differ
from those for first-price sealed-bid auctions. The high bidder in the English
auction can get the object for essentially the valuation of the second-highest
bidder. In the sealed-bid auction, the high bidder pays her bid, regardless of the
distance between it and the next highest bid. Strategic bidders in a sealed-bid
auction recognize this fact and attempt to retain some profit (surplus) for them-
selves by shading their bids. All else being equal, sellers would prefer bids that
were not shaded downward. Let us see how sellers might induce bidders to re-
veal their true valuations with their bids.
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Rather than using a flrst-price auction when selling a subjectively (private)

valued object with sealed bids, William Vickrey showed that truthful revelation

of valuations from bidders would arise if the seller used a modified version of

the sealed-bid scheme; his suggestion was to modify the sealed-bid auction so

that it more closely resembles its open-outcry counterpart.6 That is, the highest

bidder should get the object for a price equal to the second-highest bid-a

second-price sealed-bid auction. Vickrey showed that, with these rules, every

bidder has a dominant bidding strategy to bid her true valuation' Thus we face-

tiously dub it Vickrey's truth serum.

However, we saw in Chapter 9 that there is a cost to extracting information.

Auctions are no exception. Buyers reveal the truth about their valuations in an auc-

tion using Vickrey's scheme only because it gives them some profit from doing so. It

reduces the profit for the seller, just as the shading of bids does in a first-price auc-

tion. The relative merit of the two procedures from the seller's point of view there-

fore depends on which one entails a greater reduction in her profit. We consider

this matter later in Section 6; but flrst we explain how Vickrey's scheme works.

Suppose you are an antique china collector and you have discovered that a

local estate auction will be selling off a 19th century Meissen "Blue Onion" tea

set in a sealed-bid second-price auction. As someone experienced with vintage

china but lacking this set for your collection, you value it at $3,000, but you do

not know the valuations of the other bidders. If they are inexperienced, they

may not realize the considerable value of the set. If they have sentimental at-

tachments to Meissen or the "Blue Onion" pattern, they may value it more

highly than the value that you have calculated'

The rules of the auction allow you to bid any real-dollar value for the tea set.

We will call your bid b and consider all of its possible values. Because you are

not constrained to a small specific set of bids, we cannot draw a finite payoff

matrix for this bidding game, but we can logically deduce the optimal bid.

The success of your bid will obviously depend on the bids submitted by oth-

ers interested in the tea set, primarily because you need to consider whether

your bid will win. The outcome thus depends on all rival bids, but only the

largest bid among them will affect your outcome. We call this largest bid r and

disregard all bids below r.
\Mhat is your optimal value of b?we will look at bids both above and below

$3,000 to determine whether any option other than exactly $3,000 can yield you

a better outcome than bidding your true valuation.

We start with l, > 3,000. There are three cases to consider. First, if your rival

bids less than $3,000 (so r < 3,000), then you get the tea set at the price r. Your

Gvickrey was one of the most originai minds in economics in the past four decades. In 1996, he

won the Nobel Prize for his work on auctions and truth-revealing procedures. Sadly, he died just

3 davs after the nrize was announced.
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profit, which depends only on what you pay relative to your true valuation, is
(3,000 - r), which is what it would have been had you simply bid 93,000. Sec-
ond, if your rival's bid falls between your actual bid and your true valuation (so
3,000 < r < b), then you are forced to take the tea set for more than it is worth to
you. Here you would have done better to bid $3,000; you would not have gotten
the tea set, but you would not have given up the (r - 3,000) in lost profit either.
Third, your rival bids even more than you do (so b < r). You still do not get the
tea set, but you would not have gotten it even had you bid your true valuation.
Putting together the reasoning of the three cases, we see that bidding your true
valuation is never worse, and sometimes better, than bidding something higher.

\,Vhat about the possibility of shading your bid slightly and bidding b <
3,000? Again, there are three situations. First, if your rival's bid is lower than
yours (so r < b), then you are the high bidder, and you get the tea set for r. Here
you could have gotten the same result by bidding $3,000. Second, if your rival's
bid falls between 3,000 and your actual bid (so b < r < 3,000), your rival gets the
tea set. If you had bid $3,000 in this case, you would have gotten the tea set, paid
r, and still made a profit of (3,000 - r). Third, your rival's bid could have been
higher than 93,000 (so 3,000 < r). Again, you do not get the tea set but, if you
had bid $3,000, you still would not have gotten it, so there would have been no
harm in doing so. Again, we see that bidding your true valuation, then, is no
worse, and sometimes better, than bidding something lower.

If truthful bidding is never worse and sometimes better than bidding either
above or below your true valuation, then you do best to bid truthfully. That is,
no matter what your rival bids, it is always in your best interest to be truthful.
Put another way, bidding your true valuation is your dominant strategywhether
you are allowed discrete or continuous bids.

vickrey's remarkable result that truthful bidding is a dominant strategy in
second-price sealed-bid auctions has many other applications. For example, if
each member of a group is asked what she would be willing to pay for a public
project that will beneflt the whole group, each has an incentive to understate her
ornm contribution-to become a "free rider" on the contributions of the rest. we
have already seen examples of such effects in the collective-action games of chap-
ter 12, A variant of the vickrey scheme can elicit the truth in such games as well.

We have considered most of the standard auction types discussed in Section I
but none of the more creative configurations that might arise. Here we consider
a common-value sealed-bid flrst-price auction in which every bidder, win or
Iose, pays to the auctioneer the amount of her bid. An auction where the losers

http://freepdf-books.com



548 tCH. 16] BIDDING STRATEGY AND AUCTION DESIGN

also pay may seem strange. But, in fact, many contests result in this tlpe of out-

come. In political contests, all candidates spend a lot of their own money and a

lot of time and effort for fund raising and campaigning. The losers do not get

any refunds on all their expenditures. Similarly, hundreds of competitors spend

4 years of their lives preparing for an event at the next Olympic games. Only one

wins the gold medal and the attendant fame and endorsements; two others win

the far less valuable silver and bronze medals; the efforts of the rest are wasted.

Once you start thinking along these lines, you will realize that such all-pay auc-

tions are, if anyhing, more frequent in real life than situations resembling the

standard formal auctions where only the winner pays.

How should you bid (that is, what should your strategy be for expenditure of

time, effort, and money) in an all-pay auction? Once you decide to participate,

your bid is wasted unless you win, so you have a strong incentive to bid very ag-

gressively. In experiments, the sum of all the bids often exceeds the value of the

prize by a large amount, and the auctioneer makes a handsome profit'7 In that

case, everyone submitting extremely aggressive bids cannot be the equilibrium

outcome; it seems wiser to stay out of such destructive competition altogether.

But, if everyone else did that, then one bidder could walk away with the prize for

next to nothing; thus, not bidding cannot be an equilibrium strategy either. This

analysis suggests that the equilibrium lies in mixed strategies.

consider a specific auction with n bidders. To keep the notation simple, we

choose units of measurement so that the common-value object (prize) is worth

l. Bidding more than I is sure to bring a loss, and so we restrict bids to those be-

tween 0 and 1. It is easier to let the bid be a continuous variable x, where x can

take on any (real) value in the interval [0, 1]. Because the equilibrium will be in

mixed strategies, each person's bid, x, will be a continuous random variable. Be-

cause you win the object only if all other bidders submit bids below yours, we

can express your equilibrium mixed strategy as P(x), the probability that your

bid takes on a value less than x,'for example, P(ll2) : 0.25 would mean that

your equilibrium strategy entailed bids below l/2 one-quarter of the time (and

bids above 1/2 three-quarters of the time).8

As usual, we can find the mixed-strategy equilibrium by using an indiffer-

ence condition. Each bidder must be indifferent about the choice of any partic-

ular value of x, given that the others are playing their equilibrium mixes.

TOne of us {Dixit) has auctioned $10 bills to his Games of Strategy class and made a profit of as

much as $60 from a 2o-student section. At Princeton there is a tradition of giving the professor a polite

round of applause at the end of a semester. Once Dixit offered $20 to the student who kept applauding

continuously the iongest. This is an open-outcry all-pay auction with payments in kind (applause). Al-

though most students dropped out between 5 and 20 minutes, three went on for 4j hours!
sp(xJ is called the cumulatiue probabitity distribution function lor the random variable x" The

more familiar probability density function for x is its derivative, P' (x) : p(x). Then p(x)dx denotes

the nrobabiliW that the variable takes on a value in a smal1 interval from x to x + dx.
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Suppose you, as one of the ru bidders, bid .r. you win if all of the remaining (n -
1) are bidding less than x. The probability of anyone else bidding less than x is
P(x); the probability of two others bidding less than;ris p(x) x p(x), or [p(x)]2;
the probability of all (n - I) of rhem bidding less than x is p(x) x p(x) x p('lr) . . .
multiplied (n - I) times, or [p(x)1" 1. Thus with a probability of lp(x)], 1, 

]ou
win 1. Remember that you pay J no matter what happens. Therefore, your net
expected payoff for any bid of r is [p(x)1" 1 - x. But you could get 0 for sure by
bidding 0. Thus, because you must be indifferent about the choice of any partic-
ular x, including 0, the condition that defines the equilibrium is [p(x)1" I - .{ :
0. In a full mixed-strategy equilibrium, this condition must be true for all x.
Therefore the equilibrium mixed-strategy bid is p(r) : ytt(n 1).

A coupie of sample calculations will illustrate what is implied here. First,
consider the case in which n : 2i then p(x) - x for all x. Therefore the probabil_
ity of bidding a number between two given levels x, and, xris p(xr) - p(xr) : x2 -
.r,. Because the probability that the bid lies in any range is simply the length of
that range, any one bid must be just as likely as any other bid. That is, your equi-
librium mixed-strategy bid should be random and uniformly distributed over
the whole range from 0 to l.

Next let  n:3.Then P(x):  tG. For x:  U4,p(x):  U2;sotheprobabi l i tyof
bidding I I 4 or less is I I 2. The bids are no longer uniformly distributed over the
range from 0 to 1; they are more likely to be in the lower end of the range.

Further increases in iz reinforce this tendency. For exampl e, if n : 10, then
P(x) :  . { l ie,  and P(x) equals I l2when x: ( I l2)s :  t l5 l2:  0.00195. In this si tu-
ation, your bid is as iikely to be smaller than 0.00195 as it is to be anlurhere
within the whole range from 0.00195 to l. Thus your bids are likely to be very
close to 0.

Your average bid should correspondingly be smaller the larger the num-
ber n. In fact a more precise mathematical calculation shows that, if everyone
bids according to this strategy, the average or expected bid of any one player
will be just (1/n).e with n players bidding, on average, lln each, the total ex-
pected bid is 1, and the auctioneer makes zero expected profit. This calcula-
tion provides more precise confirmation that the equilibrium strategy
el iminates overbidding.

The idea that your bid should be much more likely to be close to 0 when the
total number of bidders is large makes excellent intuitive sense, and the finding
that equilibrium bidding eliminates overbidding lends further confidence to the
theoretical analysis. unfortunately, many people in actual all-pay auctions ei-
ther do not know or forget this theory and bid to excess.

eThe expected bid ol any one player is calculated as the expected value of x, by using the proba-
bi l i tydensityfunction, p(x).In this case, p(x): p'(x): (Un 1)aQ n)tr ' -  1r, and the expectedvalue
ofxis the sum from 0to I of x p(x) dx: Ll n.
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,.1

Bidders are not the only auction participants who need to carefully consider

their optimal strategies. An auction is really a sequential-play game in which the

first move is the setting of the rules and bidding starts only in the second round

of moves. It falls to the sellers, then, to determine the path that later bidding will

follow by choosing a particular auction structure.

As a seller interested in auctioning off your prized art collection or even

your home, you must decide on the best type of auction to use. To guarantee

yourself the greatest profit from your sale, you must look ahead to the predicted

outcome of the different types of auctions before making a choice' One concern

of many sellers is that an item will go to a bidder for a price lower than the value

that the seller places on the object. To counter this concern, most sellers insist

on setting a reserve price for auctioned objects; they reserve the right to with-

draw the object from the sale if no bid higher than the reserve price is obtained.

Beyond setting a reserve price, however, what can sellers do to determine

the t5,pe of auction that might net them the most profit possible? One possibility

is to use Vickrey's suggested scheme, a second-price sealed-bid auction. Ac-

cording to him, this kind of auction elicits truthful bidding from potential buy-

ers. Does this effect make it a good auction type from the seller's perspective?

In a sense, the seller in such a second-price auction is giving the bidder a

profit margin to counter the temptation to shade down the bid in the hope of a

larger profit. But this outcome then reduces the seller's revenue, just as shading

down in a first-price sealed-bid auction would. \A4rich tlpe of auction is ulti-

mately better for the seller actually turns out to depend on the bidders' attitudes

toward risk and their beliefs about the value of the object for sale.

A. Risk-Neutral Bidders and Independent Estimates

The least-complex configuration of bidder risk attitudes and beliefs is when

there is risk neutrality (no risk aversion) and when bidder estimates about the

value of the object for sale remain independent of one another. As we said in the

Appendix to Chapter 5, risk-neutral people care only about the expected mone-

tary value of their outcomes, regardless of the level of uncertainty associated

with those outcomes. Independence in estimates means that a bidder is not in-

fluenced by the estimates of other bidders when determining how much an ob-

ject is worth to her; the bidder has decided independently exactly how much the

object is worth to her. In this case, there can be no winner's curse. If these con-

di t ions for bidders hold, sel lers can expect the same average revenue (over a

large number of trials) from any of the four primary types of auction: English'

Dutch. and first- and second-price sealed-bid.
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This revenue equivalence result implies not that all of the auctions will
yield the same revenue for every item sold, but that the auctions will yield the
same selling price on average in the course of numerous auctions. we can see
the equivalence quite easily between second-price sealed-bid auctions and
English auctions. we have already seen that, in the second-price auction, each
bidder's dominant strategy is to bid her true valuation. The highest bidder gets
the object for the second-highest bid, and the seller gets a price equal to the val-
uation of the second-highest bidder. Similarly, in an English auction, bidders
drop out as the price increases beyond their valuations, until only the flrst- and
second-highest-valuation bidders remain. \Mhen the price reaches the valuation
of the second-highest bidder, that bidder also will drop out, and the remaining
(highest-valuation) bidder will take the object for just a cent more than the
second-highest bid. Again, the seller gets a price (essentially) equivalent to the
valuation of the second-highest bidder.

More advanced mathematical techniques are needed to prove that revenue
equivalence can be extended to Dutch and first-price sealed-bid auctions as
well, but the intuition should be clear. In all four types of auctions, in the ab-
sence of any risk aversion on the part of bidders, the highest-valuation bidder
should win the auction and pay on average a price equal to the second-highest
valuation. If the seller is likely to use a particular type of auction repeatedly, she
need not be overly concerned about her choice of auction structure; all four
would yield her the same expected price.

Experimental and field evidence has been collected to test the validity of the
revenue-equivalent theorem in actual auctions. The results of laboratory experi-
ments tend to showDutch auction prices lower, on average, than first-price sealed-
bid auction prices for the same items being bid on by the same group of bidders,
possibly owing to some positive utility associated with the suspense factor in Dutch
auctions. These experiments also flnd evidence of overbidding (bidding above your
knor.tm valuation) in second-price sealed-bid auctions but not in English auctions.
Such behavior suggests that bidders go higher when they have to specifu a price, as
they do in sealed-bid auctions; these auctions seem to draw more attention to the
relationship between the bid price and the probability of ultimately winning the
item. Field evidence from Internet auctions finds literally opposite results, with
Dutch auction revenue as much as 30% higher, on average, than flrst-price sealed-
bid revenue. Additional bidder interest in the Dutch auctions or impatience in the
course of a 5-day auction cor.rld explain the anomaly. The Internet-based field evi-
dence did find near revenue equivalence for the other two auction types.

B. Risk-Averse Bidders

Here we continue to assume that bids and beliefs are uncorrelated but incorpo-
rate the possibility that auction outcomes could be affected by bidders' atti-
tudes toward risk. In particular, suppose bidders are risk averse. They may be
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much mole concerned, for example, about the losses caused by underbidding-

losing the object-than by the costs associated with bidding at or close to their

true valuations. Thus, risk-averse bidders generally want to win if possible with-

out ever overbidding.
What does this preference structure do to the t),pes of bids that they submit

in first-price versus second-price (sealed-bid) auctions? Again, think of the first-

price auction as being equivalent to the Dutch auction. Here risk aversion leads

bidders to bid earlier rather than later. As the price drops to the bidder's valua-

tion and beyond, there is greater and greater risk in waiting to bid. With risk-

averse bidders, we expect them to bid quickly, not to wait just a little bit longer

in the hope of gaining those extra few pennies of profit. Applying this reasoning

to the flrst-price sealed-bid auction, we expect bidders to shade down their bids

by less than they would if they were not risk averse: too much shading actually

increases the risk of not gaining the object, which risk-averse bidders would

want to avoid.
Compare this outcome with that of the second-price auction, where bidders

pay a price equal to the second-highest bid. Bidders bid their true valuations in

such an auction but pay a price less than that. If they shade their bids only

slightly in the first-price auction, then those bids will tend to be close to the bid-

ders' true valuations-and bidders pay theil bids in such auctions. Thus bids

will be shaded somewhat, but the price ultimately paid in the first-price auction

will probably exceed what would be paid in the second-price auction. \.Vhen

bidders are risk averse, the seller then does better to choose a first-price auction

rather than a second-price auction.
The seller does better with the first-price auction in the presence of risk

aversion only in the sealed-bid case. If the auction were English, the bidders' at-

titudes toward risk are irrelevant to the outcome. Thus, risk aversion does not

alter the outcome for the seller in these auctions.

(. (orrelated Estimates

Now suppose that, in determining their ornm valuations of an object, bidders are

influenced by the estimates (or by their beliefs about the estimates) of other

bidders. Such a situation is relevant for common-value auctions, such as those

for oil or gas exploration considered in Section 2. Suppose your experts have not

presented a glowing picture of the future profits to be gleaned from the lease on

a specific tract of land. You are therefore pessimistic about its potential benefits,

and you have constructed an estimate V of its value that you believe corre-

sponds to your pessimism.

Under the circumstances, you may be concerned that your rival bidders

also have received negative reports from their experts. \Mhen bidders believe

their valuations are all likely to be similar, either all relatively low or all relatively
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high, for example, we say that those beliefs or estimates of value are positively
correlated. Recall that we introduced the concept of correlation in the appendix
to Chapter 9, where we considered correlated risks and insurance. In the cur-
rent context' the likelihood that your rivals' estimates also are unfavorable may
magnify the effect of your pessimism on your own valuation. If you are partici_
pating in a first-price sealed-bid auction, you may be tempted to shade dor.m
your bid even more than you would in the absence of correlated beliefs. If bid-
ders are optimistic and valuations generally high, correlated estimates may lead
to less shading than when estimates are independent.

However, the increase in the shading of bids that accompanies correlated
low (or pessimistic) bids in a first-price auction should be a warning to sellers.
with positively correlated bidder beliefs, the seller may want to avoid the first-
price auction and take advantage of vickrey's recommendation to use a second_
price structure. we have just seen that this auction type encourages truthful
revelation and, when correlated estimates are possible, the seller does even bet-
ter to avoid auctions in which there might be any additional shading of bids.

An English auction will have the same ultimate outcome as the second_
price sealed-bid auction, and a Dutch auction will have the same outcome as a
flrst-price sealed-bid auction. Thus a seller facing bidders with correlated esti-
mates of an object's value also should prefer the English to the Dutch version of
the open-outcry auction. If you are bidding on the oil land lease in an English
auction and the price is nearing your estimate of the lease's value but your rivals
are still bidding feverishly, you can infer that their estimates are at least as high
as yours-perhaps significantly higher. The information that you obtain from
observing the bidding behavior of your rivals may convince you that your esti_
mate is too low. You might even increase your own estimate of the land,s value
as a result of the bidding process. your continuing to bid may provide an impe_
tus for further bidding by other bidders, and the process may continue for a
while. If so, the seller reaps the benefits. More generally, the seller can expect a
higher selling price in an English auction than in a first-price sealed-bid auction
when bidder estimates are correlated. For the bidders, however, the effect of the
open bidding is to disperse additional information and to reduce the effect of
the winner's curse.

The discussion of correlated estimates assumes that a fairly large number of
bidders take part in the auction. But an English auction can be beneficial to the
seller if there are only two bidders, both of whom are particularly enthusiastic
about the object for sale. They will bid against each other as long as possible,
pushing the price up to the lower of the varuations, both of which were high
from the start. The same auction can be disastrous for the seller, however, if one
of the bidders has a very low varuation; the other is then quite likely to have a
valuation considerably higher than the first. In this case, we say that bidder
valuations are negatively correlated. we encourage any seller facing a small
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number of bidders with potentially very different valuations to choose a Dutch

or first-price sealed-bid structure. Either of them would reduce the possibility of

the high-valuation bidder gaining the object for well under her true valuation;

that is, either tlpe would transfer the available profit from the buyer to the

seller.

A. Multiple 0bjects

When you think about an auction of a group of items, such as a bank's auction-

ing repossessed vehicles or estate sales auctioning the contents of a home, you

probably envision the auctioneer bringing each item to the podium individually

and selling it to the highest bidder. This process is appropriate when each bid-

der has independent valuations for each item. However, independent valua-

tions may not always be an appropriate way to model bidder estimates. Then, if

bidders value specific gloups or whole packages of items higher than the sum of

their values for the component items, the choice of auctioning the lots

separately or together makes a big difference to bidding strategies as well as to

outcomes.
Consider a real-estate developer named Red who is interested in buying a

very large parcel of land on which to build a townhouse community for profes-

sionals. Two to'vrmships, Cottage and Mansion, are each auctioning a land par-

cel big enough to suit her needs. Both parcels are essentially square in shape

and encompass 4 square acres. The mayor of Cottage has directed that the auc-

tioneer sell the land as quarter-acre blocks, one at a time, starting with the

perimeter of the land and working inward, selling the corner lots first and then

the lots on the north, south, east, and west borders in that order. The mayor of

Mansion has at the same time directed that the auctioneer attempt to sell the

land in her tor.rm first as a full 4-acre block, then as two individual 2-acre lots,

and then as four 1-acre lots after that, if no bids exceed the set reselve prices.

Red has determined byvirtue of extensive market analyses that the blocks of

land in Cottage and Mansion would provide the same value to her. However,

she has to obtain the full 4 acres of land in either to\ Tl to have enough room for

her planned development. The auctions are being held on the same day at the

same time. !\hich should she attend?
It should be clear that her chances of acquiring a 4-acte block of land for a

reasonable price-less than or equal to her valuation-are much better in Man-

sion than in Cottage. In the Mansion auction, she would simply wait to see how

bidding proceeded, submitting a final high bid if the second-highest offer fell
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below her valuation of the property. In the Cottage auction, she would need to
win each and every one of the 16 parcels up for sale. under the circumstances,
she should expect rival bidders interested in owning land in Cottage to become
more intent on their goals-perhaps even joining forces-as the number of
available parcels decreases in the course of the auction. Red would have to bid
aggressively enough to win parcels in the early rounds while being conservative
enough to ensure that she did not exceed her total valuation by the end of the
auction. The difflculties in crafting a bidding strategy for such an auction are
numerous, and the probability of being unable to profltably obtain every parcel
is quite large-hence Red's preference for the Mansion auction.

Note that, from the seller's point of vieq the Cottage auction is likely to
bring in greater revenue than the Mansion auction if there is an adequate num-
ber of bidders interested in small pieces of land. If the only bidders are all devel-
opers like Red, however, they might be hesitant even to participate in the
Cottage auction for fear of being beaten in just one round. In that case, the
Mansion-type auction is better for the seller.

The township of Cottage could allay the fears of developers by revising the
rules for its auction. In particular, it would not need to auction each parcel indi-
vidually. Instead it could use a single auction in which all parcels would be
available simultaneously. Such an auction could be run so that each bidder
could specifr the number of parcels that she wanted and the price that she was
willing to pay per parcel. The bidder with the highest total-value bid, deter-
mined by multiplying the number of parcels desired by the price for each,
would win the desired number of parcels. If parcels remained after the high bid-
der took her land, additional parcels would be won in a similar way until all the
land was sold. This mechanism gives bidders interested in larger parcels an op-
portunity to bid, potentially against one another, for blocks of the land. Thus
Cottage might flnd this type of auction more lucrative in the enc.

B. DefeatingtheSystem

We saw earlier which auction structure is best for the seller, given different as-
sumptions about how bidders felt toward risk and whether their estimates were
correlated. There is always an incentive for bidders, though, to come up with a
bidding strategy that defeats the seller's efforts. The best-laid plans for a prof-
itable auction can almost always be defeated by an appropriately clever bidder
or, more often, group of bidders.

Even the Vickrey second-price sealed-bid auction can be defeated if there
are only a few bidders in the auction, all of whom can collude among them-
selves. By submitting one high bid and a lowball second-highest bid, collusive
bidders can obtain an object for the second-bid price. This outcome relies on
the fact that no other bidders submit intermediate bids or that the collusive
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group is able to prevent such an occurrence. The possibilify of collusion high-

lights the need for the seller's reserve prices, although they only partly offset the

problem in this case.
First-price sealed-bicl auctions are less vulnerable to bidder collusion for

trvo reasons. The potential collusive group engages in a multiperson prisoners'

dilemma game in which each bidder has a temptation to cheat. In such cheat-

ing, an individual bidder might submit her own high bid so as to win the object

for herself, reneging on any obligation to share profits with group members.

Collusion among bidders in this type of auction is also difflcult to sustain be-

cause cheating (that is, making a different bid from that agreed to within the

collusive group) is easy to do but difficult for other buyers to detect. Thus the

sealed-bid nature of the auction prevents detection of a cheater's behavior, and

hence punishment, until the bids are opened and the auction results an-

nounced; at that point, it is simply too late. However, there may be more scope

for sustaining collusion if a particular group of bidders participates in a number

of similar auctions over tirne, so that they engage in the equivalent of a repeated

game.
Other tricky bidding schemes can be created to meet the needs of specific

individual bidders or groups of bidders in any particular type of auction. One

very clever example of bid rigging arose in an early U.S. Federal Communica-

tions Commission auction of the U.S. ainvave spectrum, specifically for per-

sonal cellular service (Auction 11, August 1996-]anuary f997). After watching

prices soar in some of the earlier auctions, bidders were apparently eager to re-

duce the price of the winning bids. The solution, used by three firms (later sued

by the Department of lustice), was to signal their intentions to go after licenses

for certain geograpliic locations by using the FCC codes or telephone area codes

for those areas as the last three digits of their bids. The FCC has claimed that

this practice significantly reduced the final prices on these particular licenses.

In addition, other signaling devices were apparently used in earlier broadband

auctions. V\hile some firms literally announced their intentions to win a partic-

ular license, others used a variety of strategic bidding techniques to signal their

interest in specific licenses or to dissuade rivals from horning in on their territo-

ries. In the first broadband auction, for example, GTE and other firms appar-

ently used the code-bidding technique of ending their bids with the numbers

that spelled out their names on a touch-tone telephone kelpad!

We note briefly here that fraudulent behavior is not merely the territory of

bidders at auction. Sellers also can use underhanded practices to inflate the

flnal bid price of pieces that they are attempting to auction. Shilling, for exam-

ple, occurs when a seller is able to plant false bids at her or,rm auction. Possible

only in English auctions, shilling can be done with the use of an agent working

for the seller who pretends to be a regular bidder. On Internet auction sites,

shilling is actually easier, because a seller can register a second identity and log
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in and bid in her own auction; all Internet auctions have rules and oversight
mechanisms designed to prevent such behavior. Sellers in second-price sealed-
bid auctions can also benefit if they inflate the level of the (not publicly known)
second-highest bid.

C. Information Disclosure

Finally, we consider the possibility that the seller has some private information
about an object that might affect the bidders' valuations of that object. such a
situation arises when the quality or durability of a particular obrject, such as an
automobile, a house, or a piece of electronic equipment, is of great importance
to the buyers. Then the seller's experience with the object in the past may be a
good predictor of the future benefits that will accrue to the winning bidder.

under such circumstances, the seller must carefully consider any tempta_
tion to conceal information. If the bidders know that the seller has some private
information, they are likely to interpret any failure to disclose that information
as a signal that the information is unfavorable. Even if the seller's information is
unfavorable, she may be better off to reveal it; bidders, beliefs might be worse
than the actual information. Thus honesqr is often the best policy.

Honesty can also be in the seller's interests for another reason. when she
has private information about a common-value object, she should disclose that
information to sharpen the bidders' estimates of the value of the object. The
more confident the bidders are that their valuations are correct, the more likely
they are to bid up to those valuations. Thus disclosure of private seller informa-
tion in a common-value auction can help not only the seller by reducing the
amount of shading done by bidders but also the bidders by reducing the effects
of the winner's curse.

Auctions have become a significant presence in the world of e-commerce. As
many as 40 million people are making purchases at online auction sites each
month, with as much as $60 billion per year in sales being transacted. Auction sites
themselves, which make money on listing fees, seller commissions, and advertis-
ing revenues, are making $1 billion to $2 billion peryear. With the Internet auction
trafflc and revenue increasing annually, this particular area of e-commerce is of
considerable interest to many industry analysts as well as to consumers and to
auction theorists.

Internet auction sites have been in existence less than a decade. The eBay
site began operation in september 19g5, shortly after the advent of onsale.com
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in May of that year.1o A large number of auction sites now exist, with between

100 and 150 different sites available; precise numbers change frequently as new

sites are created, as mergels are consummated between existing sites, and as

smaller, unprofitable sites shut down. These sites, both small and large, sell an

enormous variety of items in many different ways.

The majority of items on the larger, most well used sites, such as eBay and

uBid, are goods that are classifled as "collectibles," which can mean an),'thing

from an antique postcard to a melamine bowl acquired by saving cereal-box

tops. But there are also specialty auction sites that deal with items ranging from

postage stamps, wine, and cigars to seized plopeffy from police raids, medical

equipment, and large construction equipment (scissorlift, anyone?). Most of

these items, regardless of the t]?e of site, would be considered "used." ThuS,

consumers have access to what might be called the world's largest garage sale,

all at their fingertips.
This information regarding items sold is consistent with one hlpothesis in

the literature that suggests that Internet auctions are most useful for selling

goods available in limited quantity, for which there is unknor,t'n demand, and

for which the seller cannot easily determine an appropriate price. The auction

process can effectively find a "market price" for these goods. Sellers of such

goods then have their best profit opportunity online where a broad audience

can supply formerly unknoltryr demand parameters. And consumers can obtain

desired but obscure items, presumably with profit margins of their own. Econo-

mists would call this matching process, in which each agent receives a positive

proflt from a trade, fficient. (Efficient mechanisms are discussed in greater de-

tail in Chapter 18.)
In addition to selling many different categories of goods, Internet auctions

employ a variety of auction rules. Many sites actually offer several auction types

and allow a seller to choose her auction's rules when she lists an item for sale.

The most commonly used rules are those for English and second-price sealed-

bid auctions; one or both of them are offered by the majority of auction sites.

The sites that offer true English auctions post the high bid as soon as it is re-

ceived and, at the end of the auction, the winner pays her bid. In addition, there

are many sites that appear to use the English auction format but allow what is

known as proxy-bidding. The proxy-bidding process actually makes the auc-

tion second-price sealed-bid rather than English.

With proxy-bidding, a bidder enters the maximum price that she is willing

to pay (her reservation price) for an item. Rather than displaying this maximum

price, the auction site displays only one bid increment above the most-recent

l0Onsale merged with Egghead.com in 1999. Amazon bought the assets of the merged company

late in 2001. The three auction sites originaliy available as Onsale, Egghead, andAmazon are now

simply "Amazon. com Auctions. "
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high bid. The proxy-bidding system then bids for the buyer, outbidding others
by a single bid increment, until the buyer's maximum price is reached. This sys-
tem allows the auction winner to pay just one bid increment over the second
highest bid rather than paying her own bid. Most of the large auction sites, in-
cluding eBay, uBid, Amazon, and Yahoo, offer proxy-bidding. In addition, some
sites offer explicit second-price auctions in which actual high bids are posted,

but the winner pays a price equal to the second-highest bid.

The prevalence of true Dutch auctions at online auction sites is quite rare.
Some sites that have been reported in the literature as having descending price

auctions, some with clocks, are no longer in existence. Only a few retail sites
now offer the equivalent of Dutch auctions. Land's End, for example, posts some
overstocked items each weekend in a special area of its website; it then reduces
the prices on these items three times in the next week, removing unsold items at
week's end. CNET Shopper posts recent price decreases for electronic goods but
does not promise additional reductions within a specified time period. One sus-
pects that the dearth of Dutch auctions can be attributed to the real-time nature
of such auctions that make them difficult to reproduce online.

There are, however, several sites that offer auctions called Dutch auctions.
These auctions, along with a companion t),pe known as Yankee auctions, actu-
ally offer multiple (identical) units in a single auction. Similar to the auction de-
scribed in Section 7.A for the available land parcels in the township of Cottage,
these auctions offer bidders the option to bid on one or more of the units. On-
line sites use the terminology "Yankee auction" to refer to the system that we
described for the Cottage auction; bidders with the highest total-value bid(s)
win the items and each bidder pays her bid price per unit. The "Dutch auction"
moniker is reserved for auctions in which bids are ranked by total value but, at
the end of the auction, all bidders pay the lowest winning bid price for their
units.

Compared with live auctions, the Internet versions tend to be quite similar
in their rules and outcomes. Strategic issues such as those considered in Sec-
tions 6 and 7 are relevant to both. There are some benefits to online auctions as
well as costs. Online auctions are good for buyers because they are easy to "at-

tend" and they provide search engines that make it simple to identify items of
interest. Similarly, sellers are able to reach a wide audience and often have the
convenience of choosing the rules of their own auctions. On the other hand, on-
line auction sales can suffer from the fact that buyers cannot inspect goods be-
fore they must bid and because both buyer and seller must trust the other to pay

or deliver as promised.
The most interesting difference between live and online auctions, though, is

the way in which the auctions must end. Live (English and Dutch) auctions
cease when no additional bids can be obtained. Online auctions need to have
specific auction-ending rules. In virtually all cases, online auctions end after a
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specifled period of time, often 7 days. Different sites, though, use different rules
about how hard a line they take on the ending time. Some sites, such as Ama-
zon, allow an extension of the auction if a new bid is received within 10 minutes
of the posted auction end time. others, such as eBay, end their auctions at the
posted ending time, regardless of how many bids are received in the closing
minutes.

Considerable interest has been generated in the auction literature by the
differences in bidder behavior under the two ending-time rules. Evidence has
been gathered byAlvin Roth and Axel ockenfels that shows that eBay's hard end
time makes it profitable for bidders to bid late. This behavior, referred to as
sniping, is found in both private-value and common-value auctions.

Strategically, late bidders on eBay gain by avoiding bidding wars with others
who do not use the proxy-bidding system and update their own bids through-
out the auction. In addition, they gain by protecting any private information
that they hold regarding the common valuation of a good. (Even on eBay, fre-
quent users can identifu bidders who seem to know a particularly good item
when they see it, particularly in the antiques category. Bidders with this infor-
mation may want to hide it from others to keep the final sale price dornm.) Thus,
buyers of goods that require special valuation skills, such as antiques, may pre-
fer eBay to Amazon. By the same token, sellers of such goods may get better
prices at Amazon-but only if the expert buyers are willing to bid there. over
time, the evidence suggests that repeat bidders on eBay tend to bid nearer the
end in later auctions; bidders on Amazon learn that they can bid earlier. This
flnding is evidence of movement toward equilibrium bidding behavior in the
same way that bidder strategy in the different auctions conforms to our expec-
tations about payoff- maximizing behavior.

Much of the literature on the theory of auctions is quite mathematically com-
plex. Some general insights into auction behavior and outcomes can be found
in Paul Milgrom, "Auctions and Bidding: A Primer," Orley Ashenfelter, "How
Auctions Work for Wine and Art," and lohn G. Riley, "Expected Revenues from
open and Sealed Bid Auctions," all in the Journal of Economic Perspectiues, vol.
3, no. 3 (Summer 1989), pp. 3-50. These papers should be readable by those of
you with a reasonably strong background in calculus.

More complex information on the subject also is available. R. preston

McAfee and lohn McMillan have an overview paper, "Auctions and Bidding," in
the Journal of Economic Literature, vol. 25 (Iune 1gB7), pp. 699-738. A more re-
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cent review of the literature can be found in paul Klemperer, ,,Auction 
T.heory: A

Guide to the Literature," in the Journar of Economic si^trueys, rzol. 13, no. 3 duly1999), pp' 227-286. Both of these pieces contain some of the high-level r'athe-
matics associated with auction theory but also give comprehensive references
to the rest of the literature.

vickrey's original article containing the details on truthful bidding in second-
price auctions is "counterspeculation, Auctions, and competitive sealed Ten_
ders," Journal of Finance,vol. 16, no. I (March 196r), pp. s-sz. rhis paper was one
of the first to note the existence of revenue equivalence. A more recent study
gathering a number of the results on revenue outcomes for various auction types
is I. G' Riley and w. F. samuelson, "optimar Auction s,,' Aftrcrican Economic Re-
uiew, vol.7l, no' 3 (June 198I), pp. 3Br-392. A very readable history of the ,,vick-
rey" second-price auction is David Lucking_Reiley, ,,VickrelrAuctions 

in practice:
From Nineteenth cent'ry philately to Twenty-First century E-commerc ei, Jonr-
nal of Economic perspectiues,vol.14, no. 3 (Summer 2000),pp. ig3_192.

Some of the experimental evidence on auction behavior is reviewed in lohnH. Kagel, "Auctions: A Survey of Experimental Research,, in Iohn Kagel andAJvin
Roth, eds., The Handbook of Experimentar Econontics (princeton: princeton
university Press, 1995), pp. 501-535. [4ore recent evidence on revenlle equiva-
lence is provided in David Lucking,Reiley, "using Field Experiments to Test
Equivalence Between Auction Formats: Magic on the Internet,,, American Eco-
nomic Reuiew,vol.89, no. 5 (December 1999), pp. 1063*1080. Other evidence on
behavior in online auctions is presented in Alvin Roth and Axel ockenfels,
"Last-Minute Bidding and the Rules for Ending second-price Auctions: Evi_
dence from eBay and Amazon Auctions on the Internet,,, American Economic
Reuiew,vol. 92, no. 4 (September 2002),pp. 1093_1 103.

For information speciflc to bid rigging in the Federal comm.nications
commission's airwave spectrum auctions and auction design matters, see peter
cramton and Jesse Schwartz, "collusive Bidding: Lessons from the FCC spec_
trum Auctiot'ts," Journar of Reguratory Economicg vor. 17 (x,4ay 2000), pp.
229-252, and Paul Klernperer, "vvhat Really Matters in Auction l)esign,,, Jonrnsl
of Economic Perspectiues, vol. 16, no. I (Winter 2002), pp. 169_1g9. A survey of
Internet auctions can be found in David Luclcing-Reiley, ,,Auctions 

on the Inter_
net: \r\4rat's Being Auctioned, and How?" Jottrnal of Industrial Economics, vol.
48, no. 3 (September 2A00), pp.227_282.

riiiitrii'1tigi1;'1,11,.,'1 i'i,xil|iiiriiirir| SUMMARY ,iiiitii*li ii,1ii i;:iil,i

In addition to the stand ard first-price open-outcry ascending, or Engrish,auction,
tlrere are also Dtttch, or descending auctions as r.n,ell as first-price and secon,d_
price, sealed-bid auctions. objects for bid may have a single common ualue or
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many priuate ualues specific to each bidder. With common-value auctions, bid-

ders often win only when they have overbid, falling prey to the winner's curse.ln

private-value auctions, optimal bidding strategies, including decisions about

when to shade down bids from your true valuation, depend on the auction type

used. In the familiar first-price auction, there is a strategic incentive to underbid.

Vickrey showed that sellers can elicit true valuations from bidders by using

a second-price sealed-bid auction. Generally, sellers will choose the mechanism

that guarantees them the most profit; this choice will depend on bidder risk atti-

tudes and bidder beliefs about an object's value. If bidders are risk neutral and

have independent valuation estimates, all auction types will yield the same out-

come. Decisions regarding how to auction a large number of objects, individu-

ally or as a group, and whether to disclose information are nontrivial. Sellers

must also be wary of bidder collusion or fraud.

The Internet is currently one of the largest venues for items sold at auction.

Online auction sites sell many different types of goods and use a variety of dif-

ferent tlpes of auctions. The main strategic difference between live and online

auctions arises owing to the hard ending times imposed at some sites, particu-

larly eBay. Late bidding and sniping have been shor.tm to be rational responses

to this end-of-auction rule.

iiiiiiiilitiii !i KEY TERMS ilrtirS:rliliii:iii

all-pay auction (548)

ascending auction (540)

commonvalue (541)

descending auction (540)

Dutch auction (540)

English auction (540)

first-price auction (540)

objective value (541)

open outcry (539)

private value (541)
proxy-bidding (558)

reservation price (558)

reserve price (550)

revenue equivalence (551)

sealed bid (540)

second-price auction (540)

shading (545)

shilling (556)

subjective value (541)

Vickrey auction (540)

Vickrey's truth serum (546)

winner's curse (541)

Yankee auction (559)

iii'iriri:',r;! tir:i*r,rir,t:*iilili:ffi EXERCISES iitrliiill lrii;ri:'li+'..

l. A house painter has a regular contract to work for a builder. On these jobs,

her cost estimates are generally right: sometimes a little high, sometimes a

little low, but correct on average. \Mhen the regular work is slack, she bids
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competitively for other jobs. "Those are different," she says. "They almost al-
ways end up costing more than I estimate." Assuming that her estimating
skills do not differ between the jobs, what can explain the difference?

2. "rn the presence of very risk averse bidders, a person selling her house in an
auction will have a higher expected profit by using a first-price sealed-bid
auction." True or false? Explain your answer.

3. consider an auction where n identical objects are offered, and there are (n *
1) bidders. The actual value of an object is the same for all bidders and equal
for all objects, but each bidder gets only an independent estimate, subject to
error, of this common value. The bidders put in sealed bids. The top n bid,
ders get one object each, and each pays what she had bid, \Mhat considera-
tions will affect your bidding strategy and how?

4. Suppose that there are three risk-neutral bidders interested in purchasing a
Princess Beanie Baby. The bidders (numbered 1 through 3) have valuations
of $12, $14, and $16, respectively. The bidders will compete in auctions as de-
scribed in parts a through d; in each case, bids can be made in gl increments
at anyvalue from 95 to $25.
(a) \Mhich bidder wins an open-outcry English auction? \.&'hat are the final

price paid and the profit to the winning bidder?
(b) \Mhich bidder wins a second-price sealed-bid auction? \A/hat are the flnal

price paid and the profit to the winning bidder? contrast your answer
here with that for part a. \.\4rat is the cause of the difference in profits in
these two cases?

(c) In a sealed-bid first-price auction, all the bidders will bid a positive
amount (at least $l) less than their true valuations. \.Vhat is the likely out-
come in this auction? contrast your answer with those for parts a and b.
Does the seller of the Beanie Baby have any clear reason to choose one of
these auction mechanisms over the other?

(d) Risk-averse bidders would reduce the shading of their bids in part c; as-
sume, for the purposes of this question, that they do not shade at all. If
that were true, what would be the winning price (and profit for the bid-
der) in part c? Does the seller care about which type of auction she uses?
V/hy?

5. The idea of the winner's curse can be expressed slightly differently from its
usage in the text: "The only time your bid matters is when you win, which
happens when your estimate is higher than the estimates of all the other bid-
ders. Therefore you should focus on this case. That is, you should always act
as if all the others have received estimates lower than yours, and use this 'in-
formation' to revise your own estimate." Here we ask you to apply this idea to
a very different situation.
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A jury consists of 12 people who hear and see the same evidence pre-

sented, but each of them interprets this evidence in accord with her own

thinking and experience and arrives at an estimate of the guilt or the inno-

cence of the accused. Then each is asked to vote: Guilty or Not guilty. The ac-

cused is convicted lf all 12 vote Guilty and is acquitted if one or more vote Not

guilty. Each juror's objective is to arrive at a verdict that is the most accurate

verdict in light of the evidence. Each juror votes strategically, seeking to maxi-

mize this objective and using all the devices of information inference that we

have studied. Will the equilibrium outcome of their voting be optimal?

6. You are in the market for a used car and see an ad for the model that you like.

The olrmer has not set a price but invites potential buyers to make offers. Your
prepurchase inspection gives you only a very rough idea of the value of the

car; you think it is equally likely to be anywhere in the range of $1,000 to

$5,000 (so your calculation of the average of this value is $3,000). The current

owner knows the exact value and will accept your offer if it exceeds that value.

If your offer is accepted and you get the car, then you will find out the truth.

But you have some special repair skills and know that, when you ou,'n the car,
you will be able to work on it and increase its value by a third (33.3 . . . Vo) of

whatever it is worth.
(a) \Mhat is your expected profit if you offer $3,000? Should you make such

an offer?
(b) What is the highest offer that you can make without losing money on the

deal?

7. [Optional] The mathematical analysis of bidding strategies and equilibrium

is unavoidably difflcult. if you know some simple calculus, we lead you here

through avery simple example.
Consider a first-price sealed-bid private-value auction. There are two

bidders. Each knows her own value but not that of the other. The two values

are equally likely to lie anywhere between 0 and l; that is, each bidder's value

is uniformly distributed over the interval [0, 1]. The strategy of each can be

expressed as a complete plan of action drawn up in advance: "If my value is

u, I will bid b." In other words, the strategy expresses the bid as a function of

value, b : B(u). We construct an equilibrium in such strategies. The players

are iden-tical, and we look for a symmetric equilibrium in which their strate-

gies are the same frmction B. We must use the equilibrium conditions to

solve for the function B.
Suppose the other player is using the function B. Your value is tr. You are

contemplating your best response. You can always act as if your value were

x-that is, bid B(x). With this bid you r,vill win if the other player's value is less

than x. Because all values on the interval [0,1] are equally likely, the probabil-

ity of finding a value less than x is just x. If you win, your surplus is your true
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value minus your bid-that is, u - B(-r). Thus your expected payoff from the
strategy of bidding as if your value were x is given by x lu - B(x)l .
(a) Write down the first-order condition for x to maximize vour expected

payoff.
(b) In equilibrium, you will follow the strategy of the function B; that is, you

will choose x equal to your true value z. Reltrite the flrst-order condition
of part a using this information.

(c) Substitute B(u) : ul2 into the equation that you obtained in part b and
see that it holds. Assuming that the equation in part b has a unique solu-
tion, this is the equilibrium strategy that we seek. Interpret it intuitively.

[Optional] Repeat Exercise 7,but with n bidders instead of two, and verifu
that the function B(u) : u(n - l) I n gives a common equilibrium strategy for
all bidders. Explain intuitively why B(y) increases for any u as n increases.
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Bargaining

EopLE ENGAGE rN BARGAINTxc throughout their lives. Children start by

negotiating to share toys and to play games with other children. Couples

bargain about matters of housing, child rearing, and the adjustments that

each must make for the other's career. Buyers and sellers bargain over price,

workers and bosses over wages. Countries bargain over policies of mutual trade

liberalization; superpowers negotiate mutual arms reduction. And the two authors

of this book had to bargain with each other-generallyvery amicably-about what

to include or exclude, how to structure the exposition, and so forth. To get a good

result from such bargaining, the participants must devise good strategies. In this

chapter, we raise and explicate some of these basic ideas and strategies.

All bargaining situations have two things in common. First, the total payoff

that the parties to the negotiation are capable of creating and enjoying as a re-

sult of reaching an agreement should be greater than the sum of the individual
payoffs that they could achieve separately-the whole must be greater than the

sum of the parts. Without the possibility of this excess value, or "surplus," the

negotiation would be pointless. If two children considering whether to play to-
gether cannot see a net gain from having access to a larger total stock of toys or

from each other's company in play, then it is better for each to "take his toys

and play by himself." The world is full of uncertainty and the expected beneflts
may not materialize. But, when engaged in bargaining, the parties must at least
perceive some gain therefrom: Faust, when he agreed to sell his soul to the

Devil, thought the benefits of knowledge and power that he gained were worth

the price that he would eventually have to pay.

566
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The second important general point about bargaining follows from the first:
it is not a zero-sum game. \ /hen a surplus exists, the negotiation is about how to
divide it up. Each bargainer tries to get more for himself and leave less for the
others. This may appear to be zero-sum, but behind it lies the danger that, if the
agreement is not reached, no one will get any surplus at all. This mutually harm-
ful alternative, as well as both parties' desire to avoid it, is what creates the po-
tential for the threats-explicit and implicit-that make bargaining such a
strategic matter.

Before the advent of game theory, one-on-one bargaining was generally
thought to be a difficult and even indeterminate problem. Observation of widely
different outcomes in otherwise similar-looking situations lent support to this
view. Management-union bargaining over wages yields different outcomes in
different contexts; different couples make different choices. Theorists were not
able to achieve any systematic understanding of why one party gets more than
another and attributed this result to vague and inexplicable differences in "bar-
gaining power."

Even the simple theory of Nash equilibrium does not take us any farther.
suppose two people are to split $1. Let us consrrucr a game in which each is
asked to announce what he would want. The moves are simultaneous. If their
announcements .r and y add up to 1 or less, each gets what he announced. If
they add up to more than 1, neither gets anlthing. Then anypair (x, y) adding to
1 constitutes a Nash equilibrium in this game: giuen the announcement of the
other, each player cannot do better than to stick to his own announcement.l

Further advances in game theory have brought progress along two quite
different lines, each using a distinct mode of game-theoretic reasoning. In
chapter 2, we distinguished between cooperative game theory, in which the
players decide and implement their actions jointly, and noncooperative
game theory, in which the players decide and take their actions separately.
Each of the two lines of advance in bargaining theory uses one of these two
approaches. one approach views bargaining as a cooperatiue game, in which
the parties find and implement a solution jointly, perhaps, using a neutral
third party such as an arbitrator for enforcement. The other approach views
bargaining as a noncooperatiue game, in which the parties choose strategies
separately and we look for an equilibrium. However, unlike our earlier simple
game of simultaneous announcements, whose equilibrium was indetermi-
nate, here we impose more structure and specifz a sequential-move game of
offers and counteroffers, which leads to a determinate equilibrium. As in
chapter 2, we emphasize that the labels "cooperative" and "noncooperative',

iAs we saw in Chapter 5 (Section 3.B), this type of game can be used as an example to bolster the
critique that the Nash equilibrium concept is too imprecise. In the bargaining context, we might say
that the multiplicity of equilibria is just a formal way of showing the indeterminacy that previous
analysts had claimed.
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refer to joint versus separate actions, not to nice versus nasty behavior or to

compromise versus breakdown. The equilibria of noncooperative bargaining
games can entail a lot of compromise.

In this section we present Nash's cooperative-game approach to bargaining.
First we present the idea in a simple numerical example; then we develop the
more general  algebra.2

A. NumericalExample

Imagine two Silicon Valley entrepreneurs, Andy and Bill. Andy produces a mi-

crochip set which he can sell to any computer manufacturer for $900. Bill has a

software package that can retail for $100. The two meet and realize that their
products are ideally suited to each other and that, with a bit of trivial tinkering,
they can produce a combined system of hardware and software worth $3,000 in
each computer. Thus together they can produce an extra value of $2,000 per

unit, and they expect to sell millions of these units each year. The only obstacle
that remains on this path to fortune is to agree to a division of the spoils. Of the

$3,000 revenue from each unit, how much should go to Andy and how much to

Bill?
Bill's starting position is that, without his software, Andy's chip set is just so

much metal and sand; so Andy should get only the $900 and Bill himself should
get $2,100. Andy counters that, without his hardware, Bill's programs are just

symbols on paper or magnetic signals on a diskette; so Bill should get only $100,
and $2,900 should go to him, Andy.

Watching them argue, you might suggest they "split the difference." But that
is not an unambiguous recipe for agreement. Bill might offer to split the profit

on each unit equally with Andy. Under this scheme each will get a profit of

$1,000, meaning that $1,100 of the revenue goes to Bill and $1,900 to Andy.
Andy's response might be that they should have an equal percentage of profit

on their contribution to the joint enterprise. Thus Andy should get $2,700 and
Bill $300.

The final agreement depends on their stubbornness or patience if they ne-
gotiate directly with each other. If they try to have the dispute arbitrated by a
third party, the arbitrator's decision depends on his sense of the relative value of

zJohn F. Nash, Ir., "The Bargaining Problem," Econometrica, vol. 18, no. 2 (1950), pp. 155-i62.
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hardware and software and on the rhetorical skills of the two principals as they
present their arguments before the arbitrator. For the sake of definiteness, sup-
pose the arbitrator decides that the division of the profit should be 4: I in favor
of Andy; that is, Andy should get four-fifths of the surplus while Bill gets one-
fifth, orAndy should get four times as mrrch as Bill. lVhat is the actual division of
revenue under this scheme? Suppose Andy gets a total of x and Bill gets a total of
/i thus Andy's profit is (.rr 900) and Bill's is (y - 100). The arbitrator's decision
implies that Andy's proflt should be four times as large as Bill's; so ,r - 900 :
4(y - 100), or n : 4y + 500. The total revenue available to both is $3,000; so
i t  must also be true that x - l  y:3,000, or x :  3,000 - y.  ' fhen x: 4y + 500 :
3,000 - y, or 5y: 2,500, ory: 500, and thus x: 2,5A0. This division mechanism
leavesAndywith aprofit of 2,500 - 900 : 91,600 and Billwith 500 - 100 : $400.
which is the 4: I split in favor of Andy that the arbitrator wants.

We now develop this simple data into a general algebraic forrnula that you
will find useful in many practical applications. Then we go on to exarnirle more
specifics of what determines the ratio in which the profits in a bargaining game
get split.

B. GeneralTheory

Suppose two bargainers, A and B, seek to split a total value u, which they can
achieve if and only if they agree on a specific division. If no agreement is
reached, A will get a and B will get b, each by acting alone or in some other
way acting outside of this relationship. call these their backstop payoffs or, in
the jargon of the Harvard Negotiation Project, their BATNAs (best alternative
to a negotiated agreement).3 often a and b are both zero, but, more gener-
ally, we only need to assume that a + b < 4 so that there is a positive surplus
(u - a * b) from agreemenu if this were not the case, the whole bargaining
would be moot because each side would just take up its outside opportunity
and get its BATNA.

consider the following rule: each player is to be given his BATNA plus a
share of the surplus, a fraction h of the surplus for A and a fraction k for B, such
that h + lc: 1. writing r for the amount that A finally ends up with, and simi-
larly y for B, we translate these statements as

x:  a+.1{t t -  ( l -  b) :  a( l  -  h)  + h(u- b)
x-a:htu-a-b\

and

! : b + k(u - a - b) : b(I - lc) + lc(u - a)
y-b:k:(u-a-b)

'See Roger Fisher and William IIry, Getting to Yes,2nded. (New York: Floughtorr Mifflin, 1991).
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We call these expressions the Nash formulas. Another way of looking at them is
to say that the surplus (u - a - b) gets divided between the two bargainers in
the proportions of h:k, or

or, in slope-intercept form,

To use up the whole surplus, x and y must also satisfu x + y : u. The Nash
formulas for x and y are actually the solutions to these last two simultaneous
equations.

A geometric representation of the Nash cooperative solution is shown in
Figure 17.1. The backstop, or BATNA, is the point P, with coordinates (a, b). Nl
points (.r, y) that divide the gains in proportions h:k between the two players
lie along the straight line passing through P and having slope klh; this slope is
just the line y: b + (klh)(x - a) thatwe derived earlier. All points (x, y) that use
up thewhole surplus lie alongthe straightline joining (A0) and (0,2);this line is
the second equation that we derived-namely, x I y : u. The Nash solution is
at the intersection of the lines, at the point Q. The coordinates of this point are
the parties' payoffs after the agreement.

a

FIGURE 17.1 The Nash Bargaining Solution in the Simplest Case

y-b: ls
x- a h

y :b+fr . -^:(r-+). i .
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The Nash formula says nothing about how or why such a solution might
come about. And this vagueness is its merit-it can be used to encapsulate the
results of many different theories taking many different perspectives.

At the simplest, you might think of the Nash formula as a shorthand de-
scription of the outcome of a bargaining process that we have not specified in
detail. Then h and k can stand for the two parties' relative bargaining strengths.
This shorthand description is a cop-out; a more complete theory should explain
where these bargaining strengths come from and why one party might have
more than the other. We do so in a particular context later in the chapter. In the
meantime, by summarizing any and all of the sources of bargaining strength in
these numbers h and k, the formula has given us a good tool.

Nash's own approach was quite different-and indeed different from the
whole approach to game theory that we have taken thus far in this book. There-
fore it deserves more careful explanation. In all the games that we have studied
so far, the players chose and played their strategies separately from one an-
other. we have looked for equilibria in which each player's strategy was in his
own best interests, given the strategies of the others. Some such outcomes were
very bad for some or even all of the players, the prisoners' dilemma being the
most prominent example. In such situations, there was scope for the players to
get together and agree that all would follow some particular strategy. But, in our
framework, there was no way in which they could be sure that the agreement
would hold. After reaching an agreement, the players would disperse, and,
when it was each player's turn to act, he would actually take the action that
served his own best interests. The agreement for joint action would unravel in
the face of such separate temptations. True, in considering repeated games in
chapter 11, we found that the implicit threat of the collapse of an ongoing rela-
tionship might sustain an agreement, and, in chapter 9, we did allow for com-
munication by signals. But individual action was of the essence, and any mutual
benefit cduld be achieved only if it did not fall prey to the selfishness of separate
individual octions. In chapter 2, we called this approach to game theory nonco-
operatiue, emphasizing that the term signified how actions are taken, not
whether outcomes are jointly good. The important point, again, is that any joint
good has to be an equilibrium outcome of separate action in such games.

\Atrat if joint action is possible? For example, the players might take all their
actions immediately after the agreement is reached, in one another's presence.
Or they might delegate the implementation of their joint agreement to a neutral
third party, or to an arbitrator. In other words, the game might be cooperatiue
(again in the sense of joint action). Nash modeled bargaining as a cooperative
game.

The thinking of a collective group that is going to implement a joint agree-
ment by joint action can be quite different from that of a set of individual people
who know that they are interactingstrategically but are actingnoncooperatively.
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!\{hereas the latter set will think in terms of an equilibrium and then delight or
grieve, depending on whether they like the results, the former can think first of
what is a good outcome and then see how to implement it. In other words, the
theory deflnes the outcome of a cooperative game in terms of some general
principles or properties that seem reasonable to the theorist.

Nash formulated a set of such principles for bargaining and proved that
they implied a unique outcome. His principles are roughly as follows: (l) the
outcome should be invariant if the scale in which the payoffs are measured
changes linearly; (2) the outcome should be efficienu and (3) if the set of possi-
bilities is reduced by removing some that are irrelevant, in the sense that they
would not be chosen an1rvay, then the outcome should not be affected.

The first of these principles conforms to the theory of expected utility,
which was discussed briefly in the Appendix to chapter 7. we saw there that a
nonlinear rescaling of payoffs represents a change in a player's attitude toward
risk and a real change in behavior; a concave rescaling implies risk aversion, and
a convex rescaling implies risk preference. A linear rescaling, being the interme-
diate case between these two, represents no change in the attitude toward ris(.
Therefore it should have no effect on expected payoff calculations and no effectr
on outcomes.

The second principle simply means that no available mutual gain should go
unexploited. In our simple example of A and B splitting a total value of 4 it
would mean that x and y has to sum to the full amount of v available, and not to
any smaller amount; in other words, the solution has to lie on the x + y: uline
in Figure 17.1. More generally, the complete set of logically conceivable agree-
ments to a bargaining game, when plotted on a graph as was done in Figure
17.1, will be bounded above and to the right by the subset of agreements that
leave no mutual gain unexploited. This subset need not lie along a straight line
suchas xI  y:  u(ory- u- x) i i tcouldl iealonganycurveof theform y:  f (x) .

In Figure 17.2, all of the points on and below (that is, "south" and to the
"west" of) the thick red curve labele d y : f(x) constitute the complete set of con-
ceivable outcomes. The curve itself consists of the efflcient outcomes; there are
no conceivable outcomes that include more of both r and y than the outcomes
on y : fl.rc); so there are no unexploited mutual gains left. Therefore we call the
curve y : fl-d tfre efficient frontier of the bargaining problem. As an example, if
the frontier is a quarter circle, xz + y2 : ,2, then y : \,1F -7, and the function
lx) is defined bylx) : vil -V.

The third principle also seems appealing. If an outcome that a bargainer
wouldn't have chosen an),'\May drops out of the pictnre, what should it matter?
This assumption is closely connected to the "independence of irrelevant alter-
natives" assumption of Arrow's impossibility theorem, which we met in Chapter
15, section 3, but we must leave the development of this connection to more ad-
vanced treatments of the sub ject.
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(x-a)+

v-b)=
L3

c2

c1

a

FIGURE 17.2 The General  Form of the Nash Bargaining Solut ion

Nash proved that the cooperative outcome that satisfied all three of these
assumptions could be characterizedby the mathematical maximization prob-
lem: choose .x and yto

maximize (x a)hQ b)k subject to y: f(x).

Here x and y are the outcomes, a and b the backstops, and h and k two positive
numbers summing to 1, which are like the bargaining strengths of the Nash for-
mula. The values for h and k cannot be determined by Nash's three assumptions
alone; thus theyleave a degree of freedom in the theory and in the outcome. Nash
actually imposed a fourth assumption on the problem-that of s1.rnmetry be-
tween the two players; this additional assumption led to the outcome h: k: Il2
and fixed a unique solution. We have given the more general formulation that
subsequently became common in game theory and economics.

Figure 17.2 also gives a geometric representation of the objective of the
maximization. The black curves labeled q, q, and c, are the level curves, or con-
tours, of the function being maximized; along each such curve, {x - a)h{y - b)k
is constant and equals cr, c2, or c. (with ct I cz < c.) as indicated. The whole
space could be flIled with such curves, each with its own value of the constant,
and curves farther to the "northeast" would have higher values of the constant.

It is immediately apparent that the highest-possible value of the function is
at that point of tangency, Q, between the efficient frontier and one of the level
curves.a The location of Q is deflned by the property that the contour passing

oOne and only one ofthe (convex) level curves can be tangential to the (concave) efflcient fron-
tier; in Figure I7.2, this level curve is labeled cr. All lower-level cuwes (such as cr) cut the frontier in
two points; all higher-level curves (such as c.) do not meet the frontier at all.
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through Q is tangent to the efficient frontier. This tangency is the usual way toillustrate the Nash cooperative solution geometrically.s
In our example of Figure 17.r, we can also derive the Nash solution mathe_

matically; to do so requires calculus, but the ends here are more impoftant_at
least to the study of games of strategy-than the means. For the solution, it
helps to write x: x - aand y: ! - b; thus Xis the amount of the surplus thatgoes to A, and ris the amount of the surplus that goes to B. The efficiency of the
outcome guarantees thatX + y: x + y - a - b : u - a - b, whichis just the
total surplus and which we will write as S. Then I: S _ { and

(x - a)h1y - b)r : Xhyr, : XhlS - 4r.
In the Nash solution, Xtakes on the value that maximizes this function. Elemen_
tary calculus tells us that the way to find Xis to take the derivative of this expres_
sion with respect to Xand set it equal to zero. using the rules of calculus for
taking the derivatives of powers of X and of the product of two functions of x.we get

hxh-rG - nk -  Xnk(S -)0k-r :  0.

\tVhen we cancel the commo n factor *-r {S _ ;g ,.-,, this equation becomes r .-

h(s-n-
hY-

kx:0
kx:0
KX: hY

4:y
hk'

Finally, expressing the equation in terms of the original variables x and y, wehave (x - a)/h: (y - b)rk,which is just the Nash formula. The punch rine:
Nash's three conditions lead to the formula we originally stated as a simple way
of splitting the bargaining surplus.

The three principles, or desired properties, that determine the Nash coop-
erative bargaining solution are simple and even appealing. But, in the absence
of a good mechanism to make sure that the parties take the actions stipulated
by the agreement, these principles may come to nothing. A player who can do
better by strategizing on his own than by using the Nash solution may simply
reject the principles. If an arbitrator can enforce a solution, the player may
simply refuse to go to arbitration. Therefore Nash,s cooperative solution will
seem more compelling if it can be given an alternative interpretation_namelv,

slf you have taken an elementary microeconomics course, you will have encountered the con-cept of social optimality, illustrated graphically by the tangent point between the production possi-bility frontier of an economy and a social indifference curve. our Figure 77.2is similar in spirit; theefficient frontier in bargaining is like the production possibility frontier, and the level curves of theobjective in cooperative bargaining are like social indifference curves.
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as the Nash equilibrium of a noncooperative game played by the bargainers.
This can indeed be done, and we will develop an important special case of it in
Section 5.

In this section, we embed the Nash cooperative solution within a specific game-
namely, as the second stage of a sequential-play game. We assumed in Section 1
that the players' backstops (BATNAs) a and b were fixed. But suppose there is a
first stage to the bargaining game in which the players can make strategic moves
to manipulate their BATNAs within certain limits. After they have done so, the
Nash cooperative outcome starting from those BATNAs will emerge in a second
stage of the game. This type of game is called variable-threat bargaining. \Mhat
kind of manipulation of the BATNAs is in a player's interest in this type of game?

We show the possible outcomes from a process of manipulating BATNAs in
Figure 17.3. The originally given backstops (a and b) are the coordinates for the
game's backstop point P; the Nash solution to a bargaining game with these
backstops is at the outcome Q. If player A can increase his BATNA to move the
game's backstop point to P1, then the Nash solution starting there leads to the
outcoryte Q', which is better for player A (and worse for B). Thus a strategic

a

FIGURE 17.3 Bargaining Game of Manipulat ing BATNAS
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move that improves one's own BATNA is desirable. For example, if you have a
good job offer in your pocket-a higher BATNA-when you go for an interview

at another company, you are likely to get a better offer from that employer than
you would if you did not have the first alternative.

The result that improving your own BATNA can improve your ultimate out-

come is quite obvious, but the next step in the analysis is less so. It turns out

that, if player A can make a strategic move that reduces player B's BATNA and

moves the game's backstop point to Pr, the Nash solution starting there leads to

Ihe same outcome Q' that was achieved after A increased his own BATNA to get

to the backstop point P,. Therefore this alternative kind of manipulation is

equally in player A's interest. As an example of decreasing your opponent's

BATNA, think of a situation in which you are already working and want to get a

raise. Your chances are better if you can make yourself indispensable to your

employer so that without you his business has much worse prospects; his low

outcome in the absence of an agreement-not offering you a raise and your

leaving the flrm-may make him more likely to accede to your wishes.

Finally and even more dramatically, if player A can make a strategic move

that lowers both players' BATIVAs so that the game's backstop point moves to P.,

that again has the same result as each of the preceding manipulations. This par-

ticular move is like using a threat that says, "This will hurt you more than it

hurts me."
In general, the key for player A is to shift the game's BATNA point to some-

where below the line PQ. The farther southeast the BATNA point is moved, the

better it is for playerA in the eventual outcome. As is usual with threats,Itie idea

is not to actually suffer the low payoff but merely to use its prospect as a lever to
get a better outcome.

The possibility of manipulating BATNAs in this way depends on the context.

We offer just one illustration. In l9B0 there was a baseball players' strike. It took

a very complicated form. The players struck in spring training, then resumed

working (playing, really) when the regular season began in April, and went on

strike again starting on Memorial Day. A strike is costly to both sides, employers
and employees, but the costs differ. During spring training the players do not

have salaries, but the owners make some money from vacationing spectators. At

the start of the regular season, in April and May, the players get salaries but the

weather is cold and the season is not yet exciting; therefore the crowds are

small, and so the cost of a strike to the owners is low. The crowds start to build

up from Memorial Day onward, which raises the cost of a strike to the owners,
while the salaries that the players stand to lose stay the same. So we see that the

two-piece strike was very cleverly designed to lower the BATNA of the owners

relatiue to that of the players as much as possible.6

6See Larry DeBrock and Alvin Roth, "strike Two: Labor-Management Negotiations in Major

League Baseball," BeIlJournalof Economics, vol. 12, no.2 (Autumn i98l), pp. 413-425.
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One puzzle remains: \AIhy did the strike occur at all? According to the theory,
everyone should have seen what was coming; a settlement more favorable to the
players should have been reached so that the strike would have been unneces-
sary. A strike that actually happens is a threat that has "gone wrong.,, Some kind
of uncertainty-asFnmetric information or brinkmanship-must be responsible.

Here we move back to the more realistic noncooperative game theory and
think about the process of individual strategizing that may produce an equilib-
rium in a bargaining game. Our standard picture of this process is one of alter-
nating offers. one player-say, A-makes an offer. The other-say, B-either
accepts it or makes a counteroffer. If he does the latter, then A can either accept
it or come back with another offer of his own. And so on. Thus we have a
sequential-move game and look for its rollback equilibrium.

To find a rollback equilibrium, we must start at the end and work backward.
But where is the end point? lVhy should the process of offers and counteroffers
ever terminate? Perhaps more drastically, why would it ever start? \.44ry would
the two bargainers not stick to their original positions and refuse to budge? It is
costly to both if they fail to agree at all, but the benefit of an agreement is likely
to be smaller to the one who makes the first or the larger concession. The reason
that anyone concedes must be that continuing to stand firm would cause an
even greater loss of benefit. This loss takes one of two broad forms. The avail_
able pie, or surplus, may decay (shrink) with each offer, a possibility that we
consider in this section. The alternative possibility is that time has value and
impatience is important, and so a delayed agreement is worth less; we examine
this possibility in Section 5.

consider the following story of bargaining over a shrinking pie. A fan arrives
at a professional football (or basketball) game without a ticket. He is willing to
pay as much as $25 to watch each quarter of the game. He finds a scalper who
states a price. If the fan is not willing to pay this price, he goes to a nearby bar to
watch the flrst quarter on the big-screen TV. At the end of the quarter, he comes
out, finds the scalper still there, and makes a counteroffer for the ticket. If the
scalper does not agree, the fan goes back to the bar. He comes out again at the
end of the second quarter, when the scalper makes him yet another offer. If that
offer is not acceptable to the fan, he goes back into the bar, emerging at the end
of the third quarter to make yet another counteroffer. The value of watching the
rest of the game is declining as the quarters go by.t

tlust to keep the argument simple, we imagine this process as one-on-one bargaining. Actuaily,
there may be several fans and several scalpers, turning the situation into a market.we analvze inter-
actions in markets in detail in Chaoter lB.
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Rollback analysis enables us to predict the outcome of this alternating-offers
bargaining process. At the end of the third quarter, the fan knows that, if he does
not buy the ticket then, the scalper will be left with a small piece of paper of no
value. So the fan will be able to make a very small offer that, for the scalper, will
still be better than nothing. Thus, on his last offer, the fan can get the ticket al-
most for free. Backing up one period, we see that, at the end of the second quar-

ter, the scalper has the initiative in making the offer. But he must look ahead and
recognize that he cannot hope to extract the whole of the remaining two quar-

ters' value from the fan. If the scalper asks for more than $25-the value of the
third qu.ar|er to the fan-the fan will turn down the offer because he knows that
he can get the fourth quarter later for almost nothing; so the scalper can at most
ask for $25. Now consider the situation at the end of the first quarter. The fan
knows that, if he does not buy the ticket now the scalper can expect to get only
$25 later, and so $25 is all that the fan needs to offer now to secure the ticket. Fi-
nally, before the game even begins, the scalper can look ahead and ask for $50;
this $50 includes the $25 value of the first quarter to the fan plus the $25 for
which the fan can get the remaining three quarters' worth. Thus the two will
strike an immediate agreement, and the ticket will change hands for $50, but the
price is determined by the full forward-looking rollback reasoning.B

This story can be easily turned into a more general argument for two bar-
gainers, A and B. Suppose A makes the first offer to split the total surplus, which
we call u (in some currency-say, dollars). If B refuses the offer, the totai avail-
able drops by x, to (u - x); B offers a split of this amount. If A refuses B's offer,
the total drops by a further amount x2to (u - x\ - xr); A offers a split of this
amount. This offer and counteroffer process continues until finally-say, after 10
rounds-v - xr - x2 - ... - xrc: 0; so the game ends. As usual with sequbntial-
play games, we begin our analysis at the end.

If the game has gone to the point where only xro is left, B can make a flnal
offer whereby he gets to keep "almost all" of the surplus, leaving a measly cent
or so to A. Left with the choice of that or absolutely nothing, A should accept the
offer. To avoid the finicky complexity of keeping track of tiny cents, let us call
this outcome ".trr' to B, 0 to A." We will do the same in the other (earlier) rounds.

Knowing what is going to happen in round 10, we turn to round 9. Here A is
to make the offer, and (xg + xro) is left. A knows that he must offer at least xro to B
or else B will refuse the offer and take the game to round 10, where he can get
that much. Bargainer A does not want to offer any more to B. So, on round g, A
will offer a split where he keeps 16 and leaves x1o to B.

8To keep the analysis simple, we omitted the possibility that the game might get exciting, and so
the value of the ticket might actually increase as the quarters go by. The uncertainty makes the
problem much more complex but also more interesting. The ability to deai with such possibiiities

should serve as an incentive for you to go beyond this book or course to study more advanced game
theorv.
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Then on the round before, when x, + Je + xro is left, B will offer a split where

he gives xn to A and keeps (xs * J10). Working backward, on the very first round,

A will offer a split where he keeps (xr * xu * x, * xz -l xd and gives (x, -l xn -l xu

+ .rs + r10) to B. This offer will be accepted.
You can remember these formulas by means of a simple rrick. Hypothesize a

sequence in which all offers are refused. (This sequence is not what actually

happens.) Then add up the amounts that would be destroyed by the refusals of

one player. This total is what the other player gets in the actual equilibrium. For

example, when B refusedA's first offer, the total available surplus dropped by x,,

and x, became part of what went to A in the equilibrium of the game.

If each player has a positive BATNA, the analysis must be modified some-

what to take them into account. At the last round, B must offer A at least the

BATNA a. If xro is greater than a, B is left with (xro - a) ; if not, the game must ter-

minate before this round is reached. Now at round 9, A must offer B the larger of

the two amounts-the (x16 - a) that B can get in round 10 or the BATNA b that B

can get outside this agreement. The analysis can proceed all the way back to

round ltin this way; we leave it to you to complete the rollback reasoning for this

case.,
We have found the rollback equilibrium of the alternating-offers bargaining

game, and, in the process of deriving the outcome, we have also described the

full strategies-complete contingent plans of action-behind the equilibrium-

namely, what each player would do if the game reached some later stage. In

fact, actual agreement is immediate on the very first offer. The later stages are

not reached; they are off-equilibrium nodes and paths. But, as usual with roll-

back reasoning, the foresight about what rational players would do at those

nodes if theywere reached is what informs the initial action.

The other important point to note is that gradual decay (several potential

rounds of offers) leads to a more even or fairer split of the total than does sud-

den decay (only one round of bargaining permitted). In the latter, no agreement

would result if B turned down A's very first offer; then, in a rollback equilibrium,

A would get to keep (almost) the whole surplus, giving B an "ultimatum" to ac-

cept a measly cent or else get nothing at all. The subsequent rounds give B the

credible abiliW to refuse a very uneven first offer.

The theory of this particular type of bargaining process is fairly simple, and

many people have staged laboratory or classroom experiments that create such

conditions of decaying totals, to obsetve what the experimental subjects actu-

ally do. We mentioned some of them briefly in Chapter 3 when considering the
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validity of rollback reasoning; now we examine them in more detail in the con-

text of bargaining.'
The simplest bargaining experiment is the ultimatum game, in which there

is only one round: player A makes an offer and, if B does not accept it, the bar-

gaining ends and both get nothing. The general structure of these games is as

follows. A pool of players is brought together, either in the same room or at

computer terminals in a network. They are paired; one person in the pair is des-

ignated to be the proposer (the one who makes the offer or is the seller who

posts a price), and the other to be the chooser (the one who accepts or refuses

the offer or is the customer who decides whether to buy at that price). The pair

is given a fixed surplus, usually $1 or some other sum of money, to split.

Rollback reasoning suggests that A should offer B the minimal unit-say, I

cent out of a dollar-and that B should accept such an offer. Actual results are

dramatically different. In the case in which the subjects are together in a room

and the assignment of the role of proposer is made randomly, the most com-

mon offer is a 50:50 split. Very few offers worse than 75 '.25 are made (with the

proposer to keep 75To and the chooser to get 25To) and, if made, they are often

rejected.
This finding can be interpreted in one of two ways. Either the players cannot

or do not perform the calculation required for rollback or the payoffs of the play-

ers include something other than what they get out of this round of bargaining.

Surely the calculation in the ultimatum game is simple enough that anyone

should be able to do it, and the subjects in most of these experiments are college

students. A more likely explanation is the one that we put forth in Chapters 3
(section 6) and 5 {section 3)-that the theory, which assumed payoffs to consist

only of the sum earned in this one round of bargaining, is too simplistic.

Participants can have payoffs that include other things. They may have self-

esteem or pride that prevents them from accepting a very unequal split. Even if

the proposerA does not include this consideration in his or,nn payoff, if he thinks

that B might, then it is a good strategy for A to offer enough to make it likely that

B will accept. Proposer A balances his higher payoff with a smaller offer to B

against the risk of getting nothing if B rejects an offer deemed too unequal.

A second possibility is that, when the participants in the experiment are

gathered in a room, the anonymity of pairing cannot be guaranteed. If the par-

ticipants come from a group such as college students or villagers who have on-

going relationships outside this game, they may value those relationships. Then

the proposers fear that, if they offer too unequal a split in this game, those rela-

tionships may suffer. Therefore they would be more generous in their offers

eFor more details, see Douglas D. Davis and Charles A. Hol| Experimental Economics (Princeton,

NI: Princeton University Press, 1993), pp. 263-269, and The Handbook ofExperimental Economics,

ed. John H. Kagel and Alvin E. Roth (Princeton, NJ: Princeton University Press, 1995), pp.255-27 4.
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than the simplistic theory suggests. If this is the explanation, then ensuring
greater anonymity should enable the proposers to make more unequal offers,
and experiments do find this to be the case.

Finally, people may have a sense of fairness drilled into them during their
nurture and education. This sense of fairness may have evolutionary value for
society as a whole and may therefore have become a social norm. \.\Ihatever its
origin, it may lead the proposers to be relatively generous in their offers, quite ir-
respective of the fear of rejection. One of us (Skeath) has conducted classroom
experiments of several different ultimatum games. students who had partners
previously kno\,\,'n to them with whom to bargain were noticeably "fairer" in their
split of the pie. In addition, several students cited specific cultural backgrounds
as explanations for behavior that was inconsistent with theoretical predictions.

Experimenters have tried variants of the basic game to differentiate be-
tween these explanations. The point about ongoing relationships can be han-
dled by stricter procedures that visibly guarantee anonymity. Doing so by itself
has someeffect on the outcomes but still does not produce offers as extreme as
those predicted by the purely selflsh rollback argument of the theory. The re-
maining explanations-namely, "fear of rejection" and the "ingrained sense of
fairness"-remain to be sorted out.

The fear of rejection can be removed by considering a variant called the dic-
tator game.Again, the participants are matched in pairs. One person-say, A-is
designated to determine the split, and the other-say, B-is simply a passive re-
cipient of what A decides. Now the split becomes decidedly more uneven, but
even here a majority of As choose to keep no more than70Vo. This result sug-
gests a role for an ingrained sense offairness.

But such a sense has its limits. In some experiments, a sense of fairness was
created simplywhen the experimenter randomly assigned roles of proposer and
chooser. In one variant, the participants were given a simple quiz, and those
who performed best were made proposers. This created a sense that the role of
proposer had been earned, and the outcomes did show more unequal splits.
when the dictator game was played with earned rights and with stricter
anonymity conditions, most As kept everything, but some (about 5%) still of-
fered a 50:50 split.

One of us (Dixit) carried out a classroom experiment in which students in
groups of 20 were gathered together in a computer cluster. They were matched
randomly and anonymously in pairs, and each pair tried to agree on how to split
100 points. Roles of proposer and chooser were not assigned; either could make
an offer or accept the other's offer. Offers could be made and changed at any
time. The pairs could exchange messages instantly with their matched oppo-
nent on their computer screens. The bargaining round ended at a random time
between 3 and 5 minutes; if agreement was not reached in time by a pair, both
got zero. There were 10 such rounds with different random opponents each
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time. Thus the game itself offered no scope for cooperation through repetition.
In a classroom context, the students had ongoing relationships outside the
game, but they did not generally know or guess with whom they were playing in
any round, even though no great attempt was made to enforce anonyrnity. Each
student's score for the whole game was the sum of his point score for the I0
rounds. The stakes were quite high, because the score accounted for 5% of the
course gradel

The highest total of points achieved was 515. Those who quickly agreed
on 50:50 splits did the best, and those who tried to hold out for very uneven
scores or who refused to split a difference of 10 points or so between the of_
fers and ran the risk of time running out on them did poorly.r0 It seems that
moderation and fairness do get rewarded, even as measured in terms of one,s
own payoff.

Now we consider a different kind of cost of delay in reaching an agreement.
Suppose the actual monetary value of the total available for splitting does not
decay, but players have a "time value of money" and therefore prefer early
agreement to later agreement. They make offers alternately as described in Sec-
tion 3, but their time preferences are such that money now is better than money
later. For concreteness, we will say that both bargainers believe that having only
95 cents right now is as good as having gl one round later.

A player who prefers having something right away to having the same thing
later is impatient; he attaches less importance to the future relative to the pres-
ent. we came across this idea in chapter 1l (Section 2) andsaw two reasons fb.r
it. First, player A may be able to invest his money-say, $l-now and get ils
principal back along with interest and capital gains at a rate of return r, for a
total of (1 + r) in the next period (tomorrow, next week, next year, or whatever is
the length of the period). Second, there may be some risk that the game will end
between now and the next offer (like the sudden end at a time between 3 and 5
minutes in the classroom game described earlier). If p is the probability that the
game continues, then the chance of getting a dollar next period has an expected
value of only pnow.

Suppose we consider a bargaining process between two players with zero
BATNAs. Let us start the process with one of the two bargainers-say, A-
making an offer to split $r. If the other player, B, rejects A,s offer, then B will

l0Those who were best at the mathematical aspects of game theory, such as problem sets, did a
little worse than the average, probably because they tried too hard to eke out an extra advantage and
met resistance. And women did slightly better than men.
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have an opportunity to make his ou,n offer one round later. The two bargainers
are in identical situations when each makes his offer, because the amount to be
split is always $1. Thus in equilibrium the amount that goes to the person cur-
rently in charge of making the offer (call it .r) is the same, regardless of whether
that person is A or B. We can use rollback reasoning to flnd an equation that can
be solved for x.

Suppose A starts the alternating offer process. He knows that B can get x in
the next round when it is B's turn to make the offer. Therefore, A must give B at
least an amount that is equivalent, in B's eyes, to getting x in the next round; A
must give B at least 0.95x now. (Remember that, for B, 95 cents received now is
equivalent to $1 received in the next round; so 0.95x now is as good as x in the
next round.) Player A will not give B any more than is required to induce B,s ac-
ceptance. Thus A offers B exactly 0.95-x and is left with (1 - 0.95x). But the
amount thatAgets when making the offer is just what we called x. Therefore x :
1 -  0.95x, o.r . (1 + 0.95)x:  l ,  or  x:  1/1.95 :0.512.

Two things about this calculation should be noted. First, even though the
process allows for an unlimited sequence of alternating offers and counterof-
fers, in the equilibrium the very first offer A makes gets accepted and the bar-
gaining ends. Because time has value, this outcome is efflcient. The cost of delay
governs how much A must offer B to induce acceptance; it thus affects A's roll-
back reasoning. second, the player who makes the flrst offer gets more than half
of the pie-namely, 0.512 rather than 0.488. Thus each player gets more when
he makes the first offer than when the other player makes the flrst offer. But this
advantage is far smaller than that in an ultimatum game with no future rounds
of counteroffers.

Now suppose the two players are not equally patient (or impatient, as the
case may be). Player B still regards g1 in the next round as being equivalent to 95
cents now, but A regards it as being equivalent to only 90 cents now. Thus A is
willing to accept a smaller amount to get it sooner; in other words, A is more im-
patient. This inequality in rates of impatience can translate into unequal equi-
librium payoffs from the bargaining process. To flnd the equilibrium for this
example, we write x for the amount that A gets when he starts the process and v
for what B gets when he starts the process.

Player A knows that he must give B at least 0.95y; otherwise B will reject the
offer in favor of the ythat he knows he can get when it becomes his turn to make
the offer. Thus the amount thatA gets, r, must be I - 0.95y; x: I - 0.95y. Simi_
larly, when B starts the process, he knows that he must offer A at least 0.90x, and
then y : I - 0.90x. These two equations can be solved for x and y:

-r :1-  0.95(1 -  0.9x)
[1 -0.95(0.9) lx-  1-0.95 

and0.145.rc:  0.05
x: 0.345

y:r-0.9(1 -0.95y)
[1 -  0.e(0.e5)]y:  1-  0.s

0.145Y:0.10
y: 0.690
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Note that x and y do not add up to 1, because each of these amounts is the payoff

to a given player when he makes the first offer. Thus, when A makes the first offer,

A gets 0.345 and B gets 0.655; when B makes the flrst offer, B gets 0.69 and A gets

0.31. Once again, each player does better when he makes the first offer than when

the other player makes the first offer, and once again the difference is small.

The outcome of this case with unequal rates of impatience differs from that

of the preceding case with equal rates of impatience in a major way. With un-

equal rates of impatience, the more impatient player, A, gets a lot less than B

even when he is able to make the first offer. We expect that the person who is

willing to accept less to get it sooner ends up getting less, but the difference is

very dramatic. The proportions of A's and B's shares are almost 1 :2.

As usual, we can now build on these examples to develop the more general al-

gebra. Suppose A regards $1 immediately as being equivalent to $(f + r) one offer

later or, equivalently, A regards $1/(1 + r) immediately as being equivalent to $1
one offer later. For brevity, we substitute a for 1/ (1 + r) in the calculations that fol-

low. Likewise, suppose player B regards $1 today as being equivalent to $(1 + s)

one offer later;we use b for 1/(1 + s). If ris high (or, equivalently,if ais low), then

player A is very impatient. Similarly, B is impatient if s is high (or if b is low).

Here we look at bargaining that takes place in alternating rounds, with a

total of $1 to be divided between two players, both of whom have zero BATNAs.
(You can do the even more general case easily once you understand this one.)

\Alhat is the rollback equilibrium?
We can find the payoffs in such an equilibrium by extending the simple ar-

gument used earlier. Suppose A's payoff in the rollback equilibrium is xwhen he

makes the first offer; B's payoff in the rollback equilibrium is y when he makes

the flrst offer. We look for a pair of equations linking the values x and y and then

solve these equations to determine the equilibrium payoffs.ll

\Ahen A is making the offer, he knows that he must give B an amount that B

regards as being equivalent to y one period later. This amount is bv - y/ (1 + s).

Then, after making the offer to B, A can keep only what is left: x : 7,, by.

Similarly, when B is making the offer, he must give A the equivalent of x one

period later-namely, ax. Therefore y: | - ar. Solving these two equations is

nowasimplematter.Wehave x: |  -  b( l  -  ax),  or (1 -  ab)x:1- b. Expressed

in terms of rand s, this equation becomes

.\ T 
'Jr+ s+ rs

rrwe are taking a shortcut; we have simply assumed that such an equilibrium exists and that the

payoffs are uniquely determined. More rigorous theory proves these things. For a step in this direc-

tion, see John Sutton, "Non-Cooperative Bargaining: An Introduction," Reuiew of Economic Studies,

vo1.53, no.5 (October 1986), pp. 709-724. The fullyrigorous (and quite difficult) theoryis given in

Ariel Rubinstein, "Perfect Equilibrium in a Bargaining Model," Econometrica, vol. 50, no' I (January

1982),  pp.97 109.

r -b:
l-  ab
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Similarly, y: | - a(l - by), or (1 - ab)!: I - a. This equation becomes

r+ rs
r-F. t+ rs

Although this quick solurion might seenr a sleight of hand, it follows the
same steps used earlier, and we soon give a different reasoning yielding exactly
the same answer. First, let us examine some features of the answer.

First note that, as in our simple unequal-impatience example, the two mag-
nitudes r and y add up to more than l:

x+y:Er1r*2f t r

Remember that x is what A gets when he has the right to make the flrst offer, and
y is what B gets when he has the right to make the flrst offer. \.\4:ren A makes the
flrst offer, B gets (1 ,-- x), which is less than y this just shows A's advantage from
being the flrst prop'oser. Similarly, when B makes the first offer, B gets y and A
gets (1 - y), which is less than x.

However, usually r and s are small numbers. \.Vhen offers can be made at
short interuals such as a week or a day or an hour, the interest that your money
can earn from one offer to the next or the probability that the game ends pre-
ciselywithin the next interval is quite small. For example, if ris l% (0.01) and sis
2% (0.02), then the formulas yield -r : 0.668 and y : 0.337; so the advantage of
making the first offer is only 0.005. (A gets 0.668 when making the first offer, but
1 - 0.337 : 0.663 when B makes the first offer; the difference is only 0.005.)
More formally, when rand s are each small compared with l, then their product
rs is very small indeed; thus we can ignore rs to r.t'rite an approximate solution
for the split that does not depend on which player makes the first offer:

Ia
" 1-ab

s
r+.s v -  * .-  t  r . \

and

Now x + yis approximately equal to l.
Most importantly, x and y in the approximate solution are the shares of the

surplus that go to the two players , and yl x : r/ s; that is, the shares of the players
are inversely proportional to their rates of impatience as measured by r and s. If
B is twice as impatient as A, then A gets twice as much as B; so the shares are I /3
and2l3, or 0.333 and 0.667, respectively. Thus we see that patience is an impor-
tant advantage in bargaining. Our formal analysis supports the intuition that, if
you are very impatient, the other player can offer you a quick but poor deal,
knowing that you will accept it.

This effect of impatience hurts the United States in numerous negotiations
that our government agencies and diplomats conduct with other countries. The
American political process puts a great premium on speed. The media, interest
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groups, and rival politicians all demand results and are quick to criticize the ad-
ministration or the diplomats for any delay. with this pressure to deliver, the
negotiators are always tempted to come back with results of any kind. Such re-
sults are often poor from the long-run u.s. perspective; the other countries'
concessions often have loopholes, and their promises are less than credible.
The U.S. administration hails the deals as great victories, but they usually un-
ravel after a few years. A similar example, perhaps closer to people's everyday
lives, refers to insurance companies, which often make lowball offers of settle-
ment to people who have suffered a major loss; the insurers know that their
clients urgently want to make a fresh start and are therefore very irnpatient.

As a conceptual matter, the formula yl x: rl s ties our noncooperative game
approach to bargaining to the cooperative approach of the Nash solution dis-
cussed in Section 1 The formula for shares of the available surplus that we de-
rived there becomes, with zero BATNAs, yl x : kl h. rn the cooperative
approach, the shares of the two players stood in the same proportions as their
bargaining strengths, but these strengths were assumed to be given somehow
from the outside. Now we have an explanation for the bargaining strengths in
terms of some more basic characteristics for the players-h and lc are inversely
proportional to the players' rates of impatience r and s. In other words, Nash's
cooperative solution can also be given an alternative and perhaps more satisfac-
tory interpretation as the rollback equilibrium of a noncooperative game of
offers and counteroffers, if we interpret the abstract bargaining-strength para-
meters in the cooperative solution correctly in terms of the players' characteris-
tics such as impatience.

Finally, note that agreement is once again immediate-the very first offer is
accepted. The whole rollback analysis as usual selves the function of disciplin-
ing the first oifer, by making the first proposer reco_gpize that lhe other would
credibly reject a less adequate offer.

To conclude this section, we offer an alternative derivation of the same
(precise) formula for the equilibrium offers that we derived earlier. Suppose this
time that there are 100 rounds; A is the first proposer and B the last. start the
backward induction in the l00th round; B will keep the whole dollar. Therefore
in the 99th round, A will have to offer B the equivalent of $t in the l00th
round-namely, b, andAwill keep (I - b). Then proceed backwards:

Inround98, Boffers a(t  -  b) toAandkeeps I  -  a(I  -  b):  I  -  a-r  ab.
Inround9T,Aoffers b(I  -  a+ ab)to B andkeeps I  -  b( t  -  a+ ab):  |  -

b+ ab- ab2.
Inroundg6,Boffers a( l -  b+ ab- ab2l toAandkeepsl  -  a- t  ab- a2b+

a2b'.
Inround95,Aoffers b(I  -  a+ ab- a2b+ a2b21 toBandkeeps 1 -  b+ ab_

0,b2+a2b2-a2b3.
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Proceeding in this way and following the established pattern, we see that, in
round 1, A gets to keep

r-  b+ ab -  ab2 + a2bt -  a2b3 +. . .+ a4sb4s * a4sbs, -  e-  b) l r  + ab+ (ab)2
+ . . .+ (ab)4s1

The consequence of allowing more and more rounds is now clear. we just get
more and more of these terms, growing geometrically by the factor ab for every
two offers. To flnd A's payoff when he is the flrst proposer in an inflnitely long
sequence of offers and counteroffers, we have to flnd the limit of the inflnite
geometric sum. In the Appendix to chapter 1l we saw how to sum such series.
Using the formula obtained there, we get the answer

(I  -  b) l l  + ab + ktb)2+ " '  + (ab)1s + " ' l  -  
I  -  b

'  I -  ab

This is exactly the solution for x that we obtained before. By a similar argument,
you can find B's payoff when he is the proposer and, in doing so, improve your
understanding and technicalskills at the same time.

rlrionm*moilil,t,BARGAtNtNG '

we have seen that the outcomes of a bargain depend crucially on various char_
acteristics of the parties to the bargain, most importantly their BATNAs and
their impatience. we proceeded thus far by assuming that the players knew
each other's characteristics as well as their own. In fact, we assumed that each
player knew that the other knew, and so on; that is, the characteristics were
common knowledge. In reality, we often engage in bargaining without knowing
the other side's BATNA or degree of impatience; sometimes we do not even
know our ornm BATNAveryprecisely.

As we saw in chapter 9, a game with such uncertainty or informational
asymmetry has associated with it an important game of signaling and screening
of strategies for manipulating information. Bargaining is replete with such
strategies. A player with a good BATNA or a high degree of patience wants to sig_
nal this fact to the other. However, because someone without these good attri_
butes will want to imitate them, the other party will be skeptical and will examine
the signals critically for their credibility. And each side will also try screening, by
using strategies that induce the others to take actions that will reveal its charac-
teristics truthfully.

In this section, we look at some such strategies used by buyers and sellers in
the housing market. Most Americans are active in the housing market several
times in their lives, and many people are professional estate agents or brokers,
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who have even more extensive experience in the matter. Moreover, housing is

one of the few markets in the United States where haggling or bargaining over

price is accepted and even expected. Therefore considerable experience of

strategies is available. We draw on this experience for many of our examples

and interpret it in the light of our game-theoretic ideas and insights.12

\\hen you contemplate buying a house in a new neighborhood, you are un-

Iikely to know the general range of prices for the particular tlpe of house in

which you are interested. Your first step should be to find this range so that you

can then determine your BATNA. And ttrat does not mean looking at newspaper

ads or realtors' listings, which indicate only asking prices. Local newspapers

and some Internet sites list recent actual transactions and the actual prices; you

should check them against the askirrg prices of the same houses to get an idea of

the state of the market and the range of trargaining that might be possible.

Next comes finding out (screening) the other side's BATNA and level of im-

patience. If you are a buyer, you can find out why the house is being sold and

how long it lias been on the market. If it is emPtY, why? And how long has it

been that way? If the owners are getting divorced or have moved elsewhere and

are flnancing another house on an expensive bridge loan, it is likely that they

have a lorv BATNA or are rather impatient.
You should also find out other relevant things about the other side's prefer-

ences, even though these preferences may seem irrational to you. For example,

some people consider an offer too far below the asking price an insult and will

not sell at any price to sonleone who makes such an offer. Norms of this kind

vary across regions and times. It pays to find out what the common practices are.

I\4ost importantly, the acceptance of an offer more accurately reveals a

player's true willingness to pay than anything else and therefore is open to ex-

ploitation by the other player. A brilliant game-theorist friend of ours tried just

such a ploy. He was bargaining for a floor lamp. Starting wi.th'the seller's asking

price of $100, the negotiation proceeded to a point whdre our friend made an

offer to buy the lamp for $60. The seller said yes, at which point our friend

thought: "This guy is willing to sell it for $60, so his true rock-bottom price must

be even lower. Let me try to find out whether it is." So our friend said, "How

about $55?" The seller got very upset, refused to sell for any price, and asked our

friend to leave the store and never come back.

The seller's behavior conforrned to the norm that it is utmost bad faith in

bargaining to renege on an offer once it is accepted. It makes good sense as a

norm in the whole context of all bargaining games that take place in society. If

an offer on the table cannot be accepted in good faith by the other player with-

out fear of the kind of exploitation attempted by our friend, then each bargainer

t2we have taken the insights of practitioners from Andr6e Brooks, "Honing Haggling Skills," lr'eu;

York Times, December 5, 1993.
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will wait to get the other to accept an offer, thereby revealing the limit of his true
rock-bottom acceptance level, and the whole process of bargains rvill grind to a
halt. Therefore such behavior has to be disallowed, and making it a social norm
to which people adhere instinctively, as the seller in the example did, is a good
way for society to achieve this aim.

The offer may explicitly say that it is open only for a specified and limited
time; this stipulation can be paft of the offer itself. Job offers uslally specify a
deadline for acceptance; stores have sales for limited periods. But in that case
the offer is truly a package of price and time, and reneging on either dimension
provokes a similar instinctive anger. For example, customers get quite angry if
they arrive at a store in the sale period and find an advertised item unavailable.
The store must offer a rain check, which allows the customer to buy the item at
its sale price when next available at the regular price; even this offer causes
some inconvenience to the customer and risks some loss of goodwill. The store
can specifu "limited {uantities, no rain checks" very clearly in its advertising of
the sale; even theh, many customers get upset if they find that the store has run
out of the item.

Next on our list of strategies to use in one-on-one bargaining, like the hous-
ing market, comes signaling your own high BATNA or patience. The best r,rray to
signal patience is to be patient. Do not come back with counterofTers too
quickly. "Let the sellers think they've lost you." This signal is credible because
someone not genuinely patient would find it too costly to mimic the leisurely
approach. similarly, you can signal a high BATNA by starting to walk away, a
tactic that is common in negotiations at bazaars in other countries and some
flea markets and tag sales in the United States.

Even if your BATNA is low, you may commit yourself to not accepting an
offer below a certain level. This constraint acts just like a high BATNA, because
the other side cannot hope to get you to accept an),thing less. In the housing
context, you can claim your inability to concede any further by inventing (or
creating) a tightwad parent who is providing the down payment or a spouse
who does not really like the house and will not let you offer any more. sellers
can try similar tactics. A parallel in wage negotiations is the mandate.A meeting
is convened of all the workers who pass a resolution-the mandate-authoriz-
ing the union leaders to represent them at the negotiation but with the con-
straint that the negotiators must not accept an offer below a certain level
specified in the resolution. Then, at the meeting with the management, the
union leaders can say that their hands are tied; there is no time to go back to the
membership to get their approval for any lower offer.

Most of these strategies entail some risk. \.44rile you are signaling patience
by waiting, the seller of the house may flnd another willing buyer. As emplolrer
and union wait for each other to concede, tensions may mount so high that a
strike that is costly to both sides nevertheless cannot be prevelted. In other
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words, many strategies of information manipulation are instances of brinkman-
ship. We saw in Chapter 14 how such games can have an outcome that is bad for
both parties. The same is true in bargaining. Threats of breakdo'rnrn of negotia-
tions or of strikes are strategic moves intended to achieve quicker agreement or
a better deal for the player making the move; however, an actualbreakdown or
strike is an instance of the threat "gone wrong." The player making the threat-
initiating the brinkmanship-must assess the risk and the potential rewards
when deciding whether and how far to proceed down this path.

Our discussion thus far has been confined to the classic situation where two
parties are bargaining about the split of a given total surplus. But many real-life
negotiations include several parties or several issues simultaneously. Although
the games get more complicated, often the enlargement of the group or the set
of issues actually makes it easier to arrive at a mutually satisfactory agreement.
In this section, we take a brief look at such matters.13

A. Multi-lssueBargaining

In a sense, we have already considered multi-issue bargaining. The negotiation
over price between a seller and a buyer always comprises two things: (1) the ob-
ject offered for sale or considered for purchase and (2) money. The potential for
mutual benefit arises when the buyer values the object more than the seller
does-that is, when the buyer is willing to give up more money in return for get-
ting the object than the seller is willing to accept in return for giving up the ob-
ject. Both players can be better off as a result of their bargaining agreement.

The same principle applies more generally. International trade is the classic
example. Consider two hlpothetical countries, Freedonia and Ilyria..If Freedo-
nia can convert I loaf of bread irrto 2 bottles of wine (by using less of its re-
sources such as labor and land in the production of bread and using them to
produce more wine instead) and Ilyria can convert 1 bottle of wine into I loaf of
bread (by switching its resources in the opposite direction), then between them
they can create more goods "out of nothing." For example, suppose that Free-
donia can produce 200 more bottles of wine if it produces 100 fewer loaves of
bread and that Ilyria can produce 150 more loaves of bread if it produces 150
fewer bottles of wine. These switches in resource utilization create an extra 50

r3Fot a more thorough treatment, see Howard Raiffa, The Art arul Science of Negotiation (Cam-
bridge: Harvard University Press, 1982), parts III and IV.
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loaves of bread and 50 bottles of wine relative to what the two countries pro-
duced originally. This extra bread and wine is the "surplus,' that they can create
if they can agree on how to divide it between them. For example, suppose Free-
donia gives 175 bottles of wine to Ilyria and gets 125loaves of bread. Then each
country will have 25 more loaves of bread and 25 more bottles of wine than it
did before. But there is a whole range of possible exchanges corresponding to
different divisions of the gain. At one extreme, Freedonia may give up all the 200
extra bottles of wine that it has produced in exchange for l0l loaves of bread
from Ilyria, in which case Ilyria gets almost all the gain from trade. At the other
extreme, Freedonia may give up only 151 bottles of wine in exchange for 150
loaves of bread from llyria, and so Freedonia gets almost all the gain from
trade.la Between these limits lies the frontier where the two can bargain over the
division of the gains from trade.

The general principle should now be crear. \Ahen two or more issues are on
the bargaining table at the same time and the two parties are willing to trade
more of one against less of the other at different rates, then a mutually benefi-
cial deal exists. The mutual beneflt can be realized by trading at a rate some-
where between the two parties' different rates of willingness to trade. The
division of gains depends on the choice of the rate of trade. The closer it is to
one side's willingness ratio, the less that side gains from the deal.

Nowyou can also see how the possibilities for mutually beneficial deals can
be expanded by bringing more issues to the table at the same time. with more
issues, you are more likely to find divergences in the ratios of valuation between
the two parties and are thereby more likely to locate possibilities for mutual
gain. In regard to a house, for example, many of the fittings or furnishings may
be of little use to the seller in the new house to which he is moving, but they may
be of sufficiently good flt and taste that the buyer values having them. Then, if
the seller cannot be induced to lower the price, he may be amenable to includ_
ing these items in the original price to close the deal.

However, the expansion of issues is not an unmixed blessing. If you value
something greatly, you may fear putting it on the bargaining table; you may
worry that the other side will extract big concessions from you, knowing that
you want to protect that one item of great value. At the worse, a new issue on the
table may make it possible for one side to deploy threats that lower the other

raEconomics uses the concept ratio of exchange, or price, which here is expressed as the number
of bottles of wine that trade for each loaf of bread. The crucial point is that the possibility of gain for
both countries exists with any ratio that lies between the 2: r at which Freedonra can just convert
bread into wine and the 1: 1 at which Iipia can do so. At a ratio close to 2: l, Freedonia gives up al-
most all of its 200 extra bottles of wine and gets little more than the 100 loaves of bread that it sacri-
ficed to produce the extra wine; thus Il1'ria has almost all of the gain. Conversely, at a ratio close to
1:1, Freedonia has almost all of the gain. The issue in the bargaining is the division of eain and
therefore the ratio or the price at which the two should trade.
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side's BATNA. For example, a country engaged in diplomatic negotiations may

be r,.ulnerable to an economic embargo; then it would much prefer to keep the

nolitical and economic issues distinct.

B. Multiparty Bargaining

Harzing many parties simultaneously engaged in bargaining also may facilitate

agreement, because, instead of having to look for pairwise deals, the parties can

seek a circle of concessions. International trade is again the prime example.

Suppose the United States can produce wheat very efficiently but is less produc-

tive in cars, lapan is very good at producing cars but has no oil, and Saudi Ara-

bia has a lot of oil but cannot grow wheat. In pairs, they can achieve little, but

the three together have the potential for a mutually beneflcial deal.

As with multiple issues, expanding the bargaining to multiple parties is not

simple. In our example, the deal would be that the United States would send an

agreed amount of wheat to Saudi Arabia, which would send its agreed amount

of oil to lapan, which would in turn ship its agreed number of cars to the

United States. But suppose that Iapan reneges on its part of the deal. Saudi

Arabia cannot retaliate against the United States, because, in this scenario, it is

not offering an],thing to the United States that it can potentially withhold.

Saudi Arabia can only break its deal to send oil to fapan, an important party.

Thus enforcement of multilateral agreements may be problematic. The Gen-

eral Agreement on Tariffs and Trade (GATT) between 1946 and 1994, as well as

the World Trade Organization (WTO) since then, have indeed found it difficult

to enforce their agreements and to ler,y punishments on countries that violate

the rules.

;.,iijr,'1r,,.,,,,+:ii:it- SUMMARY ll|rilr llti*ltiiriril

Bargaining negotiations attempt to divide the surplus (excess value) that is

available to the parties if an agreement can be reached. Bargaining can be ana-

lyzed as a cooperatiue game in which parties find and implement a solution
jointly or as a (structured) noncooperatiue game in which parties choose strate-

gies separately and attempt to reach an equilibrium.

Nash's cooperatiue solution is based on three principles of the outcomes' in-

variance to linear changes in the payoff scale, efficiency, and invariance to re-

moval of irrelevant outcomes. The solution is a rule that states the proportions

of division of surplus, beyond the backstop payoff levels (also called BAZI/As or

best alternatiues to a negotiated agreement) available to each party, based on rel-

ative bargaining strengths. Strategic manipulation of the backstops can be used

to increase a party's payoff.
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In a noncooperative setting of alternating offer and counteroffer, rr.,llback
reasoning is used to find an equilibrium; this reasoning generally includes a
first-round offer that is immediately accepted. If the surplus value 4ecays with
refusals, the sum of the (hypothetical) amounts destroyed owing to the refusals
of a single player is the payoff to the other player in equilibrium. If delay in
agreement is costly owing to impatience, the equilibriurn offer shares the sur-
plrrs roughly in inverse proportion to the parties'rates of im\catience. Experi-
mental evidence indicates that players often offer more than is necessary to
reach an agreement in such games; this behavior is thought to be related to
player anonymity as well as beliefs about fairness.

The presence of information asymmetries in bargaining €iames rnakes sig-
naling and screening important. some parties will r,rrish to signal their high
BATNA levels or extreme patience; others will want to screen to obtain truthful
revelation of such characteristics. \&4ren more issues are on the table or more
parties are participating, agreements may be easier to reach but bargaining may
be riskier or the agreements more difficult to enforce.

KEY TERMS

alternating offers (577)
best alternative to a negotiated

agreement (BATNA) (569)
decay (577)
efficient frontier (572)
efficient outcome (572)

impatience (577)

Nash cooperative solution (520)
surplus (569)

ultimatumgame (580)
variable-threat bargaining (57b)

EXERCISES

l. consider the bargaining situation between compaq computer corporation
and the california businessman who onmed the Internet address utwtu.
altauista.com.15 compaq, r,vhich had recently taken over Digital Equipment
corporation, wanted to use this man's web address for Digital's Internet
search engine, which was then accessed aI utww.altauista.digital.com" Cottt-
paq and the businessman apparently negotiated long and hard during the
summer of 1998 over a selling price for the latter's address. Aithough the
businessman was the "smaller" player in this game, the final agreement

lsDetails regarding this bargaining game were reported in "A Web Site by Any Odter Name
would Probably Be cheaper," Boston Globe, Jtly 29, 1998, antj in Hiar,vatha Bray,s ,,compaq Ac_
knowledges Purchase ofWeb Site," Boston Globe, August 12, 1998.
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appeared to entail a $3.35 million price tag for the web address in question.
compaq confirmed the purchase in August and began using the address in
September but refused to divulge any of the financial details of the settle-
ment. Given this information, comment on the likely values of the BATNAs
for these two players, their bargaining strengths or levels of impatience, and
whether a cooperative outcome appears to have been attained in this game.

2. Ali and Baba are bargaining to split a total that stafts out at $100. Ali makes
the first offer, stating how the $100 will be divided between them. If Baba ac-
cepts this offer, the game is over. If Baba rejects it, a dollar is withdrawn from
the total, and so it is now only $99. Then Baba gets the second turn to make
an offer of a division. The turns alternate in this way, a dollar being removed
from the total after each rejection. Ali's BATNA is $2.25 and Baba's BATNA is
$3.50. \.A/hat is the rollback equilibrium outcome of the game?

3. Recall the variant of the pizzapricing game in Exercise 4 of chapter 11, in
which one store (Donna's Deep Dish) was much larger than the other
(Pierce's Pizza Pies). The payoff table for that version of the game is:

PIERCE'S PIZZA PIES

High

DONNA'S
DEEP DISH

High 156,60 132,70

Low 150,36 I 30, 50

The noncooperative dominant strategy equilibrium is (High, Low), yield-
ing profits of 132 to Donna's and 70 to Pierce's, for a total of 202.If the two
could achieve (High, High), their total profit would be 156 + 60 : 216, but
Pierce's would not agree to this pricing. suppose the two stores can reach an
enforceable agreement where both charge High and Donna's pays pierce's a
sum of money. The alternative to this agreement is simply the noncoopera-
tive dominant-strategy equilibrium. They bargain over this agreement, and
Donna's has 2.5 times as much bargaining power as pierce's. In the resulting
agreement, what sum will Donna's pay to pierce's?

4. Two hypothetical countries, Euphoria and Militia, are holding negotiations
to settle a dispute. They meet once a month, starting in Ianuary, and take
turns making offers. suppose the total at stake is 100 points. The government
of Euphoria is facing reelection in November. Unless the governmenr pro-
duces an agreement at the october meeting, it will lose the election, which it
regards as being just as bad as getting zero points from an agreement. The
government of Militia does not really care about reaching an agreement; it is

ia
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just as happy to prolong the negotiations or even to fight, because it would

be settling for anything significantly less than 100. \Mhat will be the outcome

of the negotiations? \iVhat difference will the identity of the first movel make?

5. In light of your answel to Exercise 4, discuss why actual negotiations often

continue right dornm to the deadline.

6. Let x be the amount that player A asks for and let y be the amount that B asks

for, when making the first offer in an alternating-offers bargaining game with

impatience. Their rates of impatience are rand q respectively'

(a) If we use the approximate formulas x: sl(r + s) for xandy: rl(r * s) for

y and if B is twice as impatient as A, then A gets two-thirds of the surplus

and B gets one-third. VeriSr that this result is correct.

(b) Let r : 0.01 and s : 0.02, and compare the x and yvalues found by using

the approximation method with the more exact solutions for x and y

found by using the formulas x : (s + rs)l(r + s + rs) and y : (7 + rs)l

(r + s + rs) derived in the text.
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Markets and Competition

N ECoNoMy rs A sysrEM ENGAGED in production and consumption. Its
primary resources, such as labor, Iand, and raw materials, are used in the
production of goods and services, including some that are then used in
the production of other goods and services. The end points of this chain

are the goods and services that go to the ultimate consumers. The system has
evolved differently in different places and times, but always and everywhere it
must create methods of linking its component parts-that is to say, a set of in-
stitutions and arrangements that enable various suppliers, producers, and buy-
ers to deal with one another.

In Chapters 16 and 17, we examined two such institutions: auctions and
bargaining. In auctions, one seller generally deals with several actual or poten-

tial buyers, although the reverse arrangement-in which one buyer deals with
several actual or potential sellers-also exists; an example is a construction or
supply project being offered for tender. Bargaining generally confronts one
buyer with one seller.

That leaves perhaps the most ubiquitous economic institution of all-
namely, the market, where several buyers and several sellers can deal simulta-
neously. A market can conjure up the image of abazaar in a foreign country,
where several sellers have their stalls, several buyers come, and much bargain-
ing is going on at the same time between pairs of buyers and sellers. But most
markets operate differently. A tor.tm typically has two or more supermarkets,
and the households in the tovrn decide to shop at one (or perhaps buy some
items at one and some at another) by comparing availability, price, quality, and

596
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so on. Supermarkets are generally not located next to one another; nevertheless,

they know that they have to compete with one another for the townspeople's
patronage, and this competition affects their decisions on what to stock, what

prices to charge, and so forth. There is no overt bargaining between a store and
a customer; prices are posted, and one can either pay that price or go elsewhere.
But the existence of another store limits the price that each store can charge.

In this chapter, we will briefly examine markets from a strategic viewpoint.

How should, and how do, a group of sellers and buyers act in this environment?

\Mhat is the equilibrium of their interaction? Are buyers and sellers efficiently

matched to one another in a market equilibrium?
We have already seen a few examples of strategies in markets. Remember

the pricing game of the two restaurants introduced in Chapter 4? Because the

strategic interaction pits two sellers against each other, we call it a duopoly (from

the Greek duo, meaning "two," and polein, "to sell"). We found that the equilib-

rium was a prisoners' dilemma, in which both players charge prices below the

level that would maximize their joint profit. In Chapter 11, we saw some ways,

most prominently through the use of a repeated relationship, whereby the two
restaurants can resolve the prisoners' dilemma and sustain tacit collusion with

high prices; they thus become a cartel, or in effect a monopoly.

But, even when the restaurants do not collude, their prices are still higher

than their costs because each restaurant has a somewhat captive clientele

whom it can exploit and profit from. When there are more than two sellers in a

market-and as the number of sellers increases-we would expect the prison-

ers' dilemma to worsen, or the competition among the sellers to intensify, to the
point where prices are as low as they can be. If there are hundreds or thousands

of sellers, each might be too small to have a truly strategic role, and the game-

theoretic approach would have to be replaced with one or more suitable for

dealing with many individually small buyers and sellers. In fact, that is what the

traditional economic "apparatus" of supply and demand does-it assumes that

each such small buyer or seller is unable to affect the market price. Each party

simply decides how much to buy or sell at the prevailing price. Then the price

adjusts, through some invisible and impersonal market, to the level that equates

supply and demand and thus "clears" the market. Remember the distinction

that we drew in Chapter 2 between an individual decision-making situation and

a game of strategic interaction. The traditional economic approach regards the

market as a collection of individual decision makers who interact not strategi-

cally but through the medium of the price set by the market.

We can now go beyond this cursory treatment to see precisely how an in-

crease in the number of sellers and buyers intensifies the competition between

them and leads to an outcome that looks like an impersonal market in which

the price adjusts to equate demand and supply. That is to say, we can derive our

supply-and-demand analysis from the more basic strategic considerations of
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bargaining and competition. This approach will deepen your understanding of

the market mechanism even if you have already studied it in elementary eco-

nomics courses and textbooks. If you have not, this chapter will allow you to

leapfrog ahead of others who have studied economics but not game theory.

In addition to the discussion of the market mechanism, we will show when

and how competition yields an outcome that is socially desirable; we also con-

sider what is meant by the phrase "socially desirable." Finally, in Sections 4 and

5, we examine some alternative mechanisms that attempt to achieve efflcient or

fair allocation where markets cannot or do not function well.

,

We begin with a situation of pure bargaining between two people, and then we

introduce additional bargainers and competition. Imagine two people, a seller S

and a buyer B, negotiating over the price of a house. Seller S may be the current

owner who gets a payoff with a monetary equivalent of $100,000 from living in

the house. Or S may be a builder whose cost of constructing the house is

$100,000. In either interpretation, this amount represents the seller's BATNA,

or, in the language of auctions, his reserve price. From living in the same house,

B can get a payoff of $300,000, which is the maximum that he would be willing

to pay. Right now, however, B does not own a house; so his BATNA is 0.

Throughout this section, we assume that the sellers' reserve prices and the buy-

ers' willingness to pay are common knowledge for all the participants; so the

negotiation games are not plagued by the additional difficulty of information

manipulation. We consider the latter in connection with the market mechanism

later in the chapter.
If the house is sold for a price p, the seller gets p but gives up the house; so

his surplus, measured in thousands of dollars, ls (P - 100). The buyer gets to live

in the house, which gives him a benefit of 300, for which he pays p,' so his sur-

plus is (300 - p). The two surpluses add up to

(300 - p) + (p- 100) :  300 - 100 :  200

regardless o/the specific value of p. Thus 200 is the total surplus that the two can

realize by striking a deal-the extra value that exists when S and B reach an

agreement with each other.
The function of the price in this agreement is to divide up the available sur-

plus between the two. For S to agree to the deal, he must get a nonnegative sur-

plus from it; therefore p must be at least 100. Similarly, for B to agree to the deal,

p cannot exceed 300. The full range of the negotiation for p lies between these

two limits, but we cannot predict p precisely without specifying more details of
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the bargaining process. In chapter 17, we saw two ways to model this process.
The Nash cooperative model determined an outcome, given the relative bar_
gaining strengths of s and B; the noncooperative game of alternating offers and
counteroffers fixed an outcome, given the relative patience of the two.

Here we develop a different graphical illustration of the BATNAs, the sur_
plus, and the range of negotiation from the approach used in chapter I7. This
device will help us to relate ideas based on bargaining to those of trading in
markets. Figure 1B.l shows quantity on the horizontal axis and money mea_
sured in thousands of dollars on the vertical axis. The curve g which represents
the seller's behavior, consists of three vertical and horizontal red lines that to-
gether are shaped like a rising step.t The curve B, which represents buyer,s be_
havior, consists of three vertical and horizontal gray lines, shaped like a falling
step.

Here's how to construct the seller's curve. First, locate the point on the ver_
tical axis corresponding to the seller's reserve price, here 100. Then draw a line
from 0 to 100 on the vertical axis, indicating that no house is available for prices
below 100. From there, draw a horizontal line (shown in red in Figure rB.r) of
length 1; this line shows that the quantity that the seller wants to sell is exactly
one house. Finally, from the right-hand end of this line, draw a line vertically
upward to the region of veryhigh money amounts. This line emphasizes that, in
this example, there is no other seller, and so no quantity greater than 1 is avail_
able for sale, no matter how much money is offered for it.

U 1 euantity

FIGURE 18.1 One Buyer, One Seller

LThe word curue is more commonly used for a smoothly curving shape; therefbre you may think
it strange to have a "curve" consisting of three (or later, more) straight line segments joined end to
end at right angles. But we use it, for want of a better word.
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In a similar manner, the buyer's bargaining curve B is constructed. As be-
fore, first locate the point on the vertical axis representing the buyer's willing-
ness to pay, here 300. From there, draw a vertical line going upward along the
axis, indicating that, for prices above 300, the buyer is not willing to purchase
any house at all. Next, draw a horizontal line (shown in gray in Figure 18.1) of
length 1, representing the quantity (one house) that the buyer wants to buy. Fi-
nally, from the right end of this horizontal line, draw a line going vertically
downward to the horizontal axis, suggesting that, in this example, there is no
other buyer, and so no quantity greater than I flnds any customers, no matter
how low the asking price.

Note that the two step-shaped curves s and B overlap along their vertical
segrnents, at quantity 1 and at money amounts ranging between 100 and 300.
The overlap indicates the range of negotiation for bargaining between buyer
and seller. The horizontal coordinate of the overlapping segment (here l) is the
amount traded; the vertical segment of overlap (here from 100 to 300) repre-
sents the range of prices at which the flnal bargaining agreement can take place.

Those of you who have had an introductory course in economics will recog-
nize the s as the seller's supply curve and B as the buyer's demand curve. For
those unfamiliar with these concepts, we can explain them here briefly. sup-
pose the trades are initiated and negotiated not by the buyers and sellers them-
selves, as in the two-person game described in Figure 18.1, but in an organized
market. A neutral "market maker," whose job it is to bring buyers and sellers to-
gether by determining a price at which they can trade, finds out how much will
be on offer for sale and how much will be demanded at any price and then ad-
justs the price so that the market clears-that is, the quantity demanded equals
the quantity supplied. This market maker is sometimes a real person-for ex-
ample, the manager of the trading desk for a particular secudty in financial
markets; at other times he is a hypothetical construct in economic theorizing.
The same conclusions follow in either case.

Let us see how we can apply the market concept to the outcome in our bar-
gaining example. First, consider the supply side. curve sin Figure lB.l tells us
that, for any price below 100, nothing is offered for sale and that, for any price
above 100, exactly one house is offered. This curve also shows that, when the
price is exactly 100, the seller would be just as happy selling the house as he
would be remaining in it as the original owner (or not building it at all if he is the
builder); so the quantity offered for sale could be 0 or l. Thus this curve indi-
cates the quantity offered for sale at each possible price. In our example, the
fractional quantities between 0 and I do not have any signiflcance, but, for
other objects of exchange such as wheat or oil, it is natural to think of the supply
curve as showing continuously varying quantities as well.

Next consider the demand side. The graph of the buyer's willingne,ss to pay,
labeled B in Figure 18.1, indicates that, for any price above 300, there is no will-
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ing buyer, but, for any price below 300, there is a buyer r,villing to buy exactly
one house. At a price of exactly 300, the huyer is just as happy buying as not; so
he may purchase either 0 or I item.

The demand curve and the supply curve coincide at quantity I over the
range of prices from 100 to 300. \.&hen the market maker chooses any price in
this range, exactly one buyer and exactly one seller will appear. The market
maker can then bring them together and consummate the trade; the rnarket will
have cleared. we explained this outcome earlier as arising from a bargaining
agreement, but economists would call it a market equilibrium. Thus the market
is an institution or arrangement that brings about the sarne outcome as would
direct bargaining between the buyer and the seller. Moreover, the range of prices
that clears the market is the same as the range of negotiation in hargaining.

The institution of a market, where each buyer and seller responds passively
to a price set by a market maker, seems strange when there is just one buyer and
one seller. Indeed, the very essence of markets is competition, rruhich demands
the presence of several sellers and several buyers. Therefore we now gradually
extend the scope of our analysis by introducing more of each tlpe of agent, ancl
at each step we examine the relationship between clirect negotiation and mar-
ket equilibrium.

Let us consider a situation in which there is just the one original buyer, B,
who is still willing to pay a rnaximum of $300,000 for a house. But nor,v lve intro-
duce a second seller, Sr, lvho has a house for sale identical with that offered by
the flrst seller, 'whom we now call S,. Seller S, has a BATNA of $i50,000. It may
be higher than Sr's because s, is an owner who places a higher subjective value
on living in his house than s, does or s, is a brlilder lvith a higher cost of con-
struction than S,'s cost.

The existence of s, means that s1 cannot hope to strike a deal with B for any
price higher than 150. If s, and B try to make a deal at a price of even 152, for ex-
ample, S, could undercut this price with an offer of 151 to the buyer. S, would
still get a positive surplus instead of being left out of the bargain arrd getting 0.
Similarly, S, cannot hope to charge mole than 150, because S, could undercut
that price even more eagerly. Thus the presence of the competing seller narrovvs
the range of bargaining in this game from (100, 300) to (100, i50). The equilib-
rium trade is still between the original two players, S, and B, because it r,vill take
place at a price somewhere between 100 and 150, which cuts S, out of the tracle.
The presence of the second seller thus drives down the price that the original
seller can get. where the price settles between 100 and 150 depends on the rela-
tive bargaining powers of B and s,. Even though s, drops out of the picture at
any price below 150, if B has a lot of bargaining porver for other reasons not
mentioned here (for example, relative patience), then he may refuse an offer
from Sr that is close to 150 and hold out for a figure much closer to 100. If s, has
relatively little bargaining powerr he may have to accept such a counteroffer.
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we show the demand and supply culves for this case in Figure l8.2a. The de-
mand curve is the same as before, but the supply curve has two steps. For any
price below 100, neither seller is willing to sell, and so the quantity is zero; this is
the vertical line along the axis from 0 to 100. For any price from 100 to 150, S, is
willing to sell, but s, is not. Thus the quantity supplied to the market is 1, and the
vertical line at this quantity extends from 100 to 150. For any price above 150, both
sellers are willing to sell and the quantity is 2; the vertical line at this quantity, from
the price of 150 upward, is the last segment of the supply curve. Again we draw
horizontal segments from quantity 0 to quantity 1 at price 100 and from quantity I
to quantity 2 at price 150 to show the supply curve as an unbroken entity.

The overlap of the demand and supply curves is now a vertical segment rep-
resenting a quantity of I and prices ranging from 100 to 150. This is exactly the
range of negotiation that we found earlier when considering bargaining instead
of a market. Thus the two approaches predict the same range of outcomes: one
house changes hands, the seller with the lower reserve price makes the sale, and
the final price is somewhere between $100,000 and $150,000.

\A/hat if both sellers had the same reserve price of $100,000? Then neither
would be able to get any price above 100. For example, if S, asked for g101,000,
then sr, facing the prospect of making no sale at all, could counter by asking
only $100,500. The range of negotiation would be eliminated entirely. One seller
would succeed in selling his house for g100,000. The other would be left out, but
at this price he is just as happy not selling the house as he is selling it.

we show this case in the context of market supply and demand in Figure
l9.2b. Neither seller offers his house for sale for any price below 100, and both

(a) Unequal reserve prices (b) Equal reserve prices

5
(thousands)

01

FIGURE 18.2 One Buyer, Two Sellers

2
Quantity
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sellers offer houses as soon as the price rises above 100. Therefore the supply
curve has a horizontal segment of length 2 at height 100; at its right-hand end
starts the terminal vertical upward line of indefinite length. The demand
curve has not changed, and so now the two curves overlap only at the point
(1,100). The range of prices is now reduced to one value, and this price repre-
sents the market equilibrium. one house changes hands, one of the two sell-
ers (it does not matter which) makes the sale, and the price is exactly I00. The
competition between the two sellers with identical reserve prices prevents ei-
ther from getting more than the reserve price; the buyer reaps the benefit of
the competition between the sellers in the form of a large surplus-namely,
300 -  100:200.

The situation in the market could be reversed so that there is just one seller,
S, but a second buyer, Br, who is willing to pay $200,000 for a house. In this case,
the flrst buyer, now labelled B,, cannot hope to acquire the house for any less
than 200. You should be able to figure out why: 82 will bid the price up to at least
200; so, if B, is to get the house, he will have to offer more than that amount. The
range of possible prices on which S and B, could agree now extends from 200 to
300. This range is again narrower than the original 100 to 300 that we had with
only one buyer and one seller. We leave you to do the explicit analysis by using
the negotiation approach and the market supply-and-demand curves.

Proceeding with our pattern of introducing more buyers and sellers into our
bargaining or market, we next consider a situation with two of each type of
trader. Suppose the sellers, S, and Sr, have reselve prices of 100 and 150, respec-
tively, and the buyers, B, and Br, have a maximum willingness to pay of 300 and
200, respectively. we should expect the range of negotiation in the bargaining
game to extend from 150 to 200 and can prove it as follows.

Each buyer and each seller is looking for the best possible deal for himself.
They can make and receive tentative proposals while continuing to look around
for better ones, until no one can find anything better, at which point the whole
set of deals is finalized. Consider one such tentative proposal, in which one
house-say, Sr's-would sell at a price p, < 150 and the other, Sr's, at pr> I50.
The buyer who would pay the higher price-say, Br-can then approach s, and
offer him (p, + pr) lZ. This offer is greater than p, and so is better for S, than the
original tentative proposal and is less than p, and so is better for B, as well. This
offer would be worse for the other two traders but, because B, and S, are free to
choose their partners and trades, B, and 52 can do nothing about it. Thus any
price less than 150 cannot prevail. Similarly, you can check that any price higher
than 200 cannot prevail either.

All of this is a fairly straightforward continuation of our reasoning in the ear-
lier cases with fewer traders. But, with two of each type of trader, an interesting
new feature emerges: the two houses (assumed to be identical) must both sell
for the same price. If they did not, the buyer who was scheduled to pay more in
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the original proposal could strike a mutually better deal with the seller who was
getting less.

Note the essential difference between competition and bargaining here.
You bargain with someone on the "other side" of the deal; you compete with
someone on the "same side" of the deal for an oppofiunity to strike a deal with
someone on the other side. Buyers bargain with sellers; buyers competewith
other buyers, and sellers competewilh other sellers.

We draw the supply and demand curues for the two-seller, two-buyer case
in Figure 18.3a. Now each curve has three vertical segments and two horizontal
lines joining the vertical segments at the reserve prices of the two traders on
that side of the market. The curves overlap at the quantity 2 and along the range
of prices from 150 to 200. This overlap is where the market equilibrium must lie.
The two houses will change hands at the same price; it does not matter whether
S, sells to B, and S, to 82, or 51 sells to B, and 52 to 81.

We move flnally to the case of three buyers and three sellers. Suppose the
first two sellers, S, and 52, have the same respective reserve prices of 100 and 150
as before, but the third, S., has a higher reserve price of 220. Similarly, the first
two buyers B, and B, have the same willingness to pay as before, 300 and 200,
respectively, but the third buyer's willingness to pay is lower, only 140. The new
buyer and seller do not alter the negotiation or its range at all; only two houses
get traded, between sellers S, and S, and buyers B, and Br, for a price some-
where between 150 and 200 as before. 83 and S. do not get to make a trade.

To see why B, and 53 are left out of the trading, suppose 53 does come to an
agreement to sell his house. Only B, could be the buyer because neither B, nor
B3 is willing to pay Sr's reserve price. Suppose the agreed-on price is 22I; so B,

(a) Two of each type (b) Three of each type

(thousands)
5

(thousa nds)

300

220
200
150
140
100

012
QuantitY

FIGURE 18.3 More Buyers and Sellers
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gets a surplus of 79 and s. gets only l. Then consider how the others must pair
off. sr, with his reserve price of 100, must sell to Bo, with his willingness to pay of
140; and s2, \^rith his reserve price of 150, must sell to 82, \^rith his willingness to
pay of 200. The surplus from the sl to 83 sale is 40, and the surplus from the s, to
B, sale is 50. Therefore S, can get at most almost 40 in surplus from his sale, and
S, can get at most 50 from his; either seller could benefit by approaching B, and
striking a mutually beneficial alternative deal. For example, s, could approach
Br and say, "with your willingness to pay of 300 and my reserve price of r50, we
have a total available surplus of 150 between us. you are getting z9 in your deal
with S:; I am getting less than 50 in my deal with Br. Let us get together; you
could have 90 and I could have 60, and we both would be better off.', B, would
accept this deal, and his tentative arrangement with s3 would fall through.

The numbers derived here are speciflc to our example, but the argument itself
is perfectly general. For any number of buyers and sellers, first rank sellers by in-
creasing reselve prices and buyers by decreasing willingness to pay. Then pair
buyers and sellers of the same rank. v\4ren you flnd the pairing number n such
that the nth buyer's willingness to pay is less than the nth seller,s reserve price,
you know that all buyers and sellers ranked n or more will not get to make a trade.

we can see this argument even more clearly by using market supply-and-
demand-curve analysis as in Figure 18.3b. construction of the supply-and-
demand curves follows the same steps as before; so we do not describe it in
detail here. The two curves overlap at the quantity 2, and the prices in the over-
lap range from 150 to 200. Therefore, in the market equilibrium, two houses
change hands at a price somewhere between these two limits. Given the range
of possible prices, we know that Br's willingness to pay, 140, will be less than the
market price, and sr's reserve price,220, will be higher than the market price.
Therefore, just as we could say in the general case that the nth buyer and seller
do not get to trade, we can assert that these two agents will not be active in the
market equilibrium. once again, it does not matter whether S, sells to B, and s,
to Br, or S, sells to B, and S, to 8,.

Suppose for the sake of definiteness that the market price in this case is 175.
Then the surpluses for the traders are 7s for s,, 25 for sr, 125 for B,, 2s for Br, and
0 for Su and B.; the total surplus is 250. You can check that the total surplus will
be the same no matter where the price ends up within the range from 150 to 200.

But couldn't we pair differently and do better-especially if all three houses
get sold? The answer is no. The negotiation process or the market mechanism
produces the largest possible surplus. As before, to come up with an alternate
solution we have to pair B, with Sr, B, with S,, and 82 with Sr. Then the B, and 53
pairing generates a surplus of 300 - 200 : B0 and the B, and s, pairing gener-
ates 140 - 100 : 40, while the remaining pairing between B, and S, generates
200 - 150 : 50. The total surplus in this alternative scenario comes to only 170,
which is B0 less than the surplus of the 250 associated with the negotiation
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outcome or the market equilibrium. The problem is that B,t is willing to pay only
140, a price below the equilibrium range, but S. has a reserve price of 220, above
the equilibrium price range; between them, they bring to the game a negative
surplus of I40 220 : -80. If they get an opportunity to trade, there is no es-
caping the fact that the total surplus will go down by 80.

Although the outcome of the negotiation process or the market equilibrium
yields the highest total surplus, it does not necessarily guarantee the most equal
distribution of surplus: 81, 82, S,, and S, share the whole 250, while B. and S. get
nothing. In our alternate outcome, everyone got something, but the pairings

could not survive the process of renegotiation. If you are sufficiently concerned
about equity, you might prefer the alternative outcome despite the level of sur-
plus generated. You could then restrict the process of renegotiation to bring
about your preferred outcome. Better still, you could let the negotiation or mar-
ket mechanisms go their way and generate the maximum surplus; then you

could take some of that surplus away from those who enjoy it and redistribute it
to the others by using a tax-and-transfer policy. The subject of public econom-
ics considers such issues in depth.

Let us pause here to sum up what we have accomplished in this section. We
have developed a method of thinking about how negotiations between buyers
and sellers proceed to secure mutually advantageous trades. We also linked the
outcomes of this bargaining process with those of the market equilibrium based
on supply-and-demand analysis. Although our analysis was of simple numeri-
cal examples with small numbers of buyers and sellers, the ideas have broad-
ranging implications, which we develop in a more general way in the sections
that follow. In the process, we also take the negotiation idea beyond that of the
trade context. As we saw in Section 7 of Chapter 17, with many agents and many
goods and services available to trade, the best deals may be multilateral. A good
general theory must allow not just pairs, but also triplets or more general group-
ings of the participants. Such groups-sometimes called coalitions-can get to-
gether to work out tentative deals as the individual people and groups continue
the search for better alternatives. The process of deal making stops only when
no person or coalition can negotiate an),thing better for itself. Then the tenta-
tive deals become flnal and are consummated. We take up the subject of creat-
ing mutually advantageous deals in the next section.

We now introduce some notation and a general theory for analyzing a process

of negotiation and renegotiation for mutually advantageous deals. Then we
apply it in a simple context. We will find that, as the number of participants be-
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comes large, the complex process of coalition formation, re-formation, and deal
making produces an outcome very close to what a traditional market would
produce. Thus we will see the market is an institution that can simplifu the com-
plex process of deal making among large numbers of traders.

Consider a general game with n players, labeled simply 1,2, . .. n, such that
the set of all players is N - II, 2, 3, . . ., n].Any subset of players in Nis a coali-
tion c. \.4hen it is necessary to specifu the members of a coalition in full, we list
them in braces; C : Il,2,7j might be one such coalition. We allow the l/to be a
subset of itself and call it the grand coalition G; thus G : iv. A simple formula in
combinatorial mathematics gives the total number of subsets of l/that include
one or two or three or . . . n people out of the n members of ly'. This number of
possible subsets is (2" - 1); there are thus (2' - r) possible coalitions altogether.

For the simple two-person trading game discussed in Section l, n: 2, and.
so we can imagine three coalitions: two single-member ones of one buyer and
one seller, respectively, and the grand coalition of the two together. \.vhen there
are two sellers and one buyer, we have seven (23 l) coalitions: three trivial
ones consisting of one player each; three pairs, {S,, B}, {Sz, B}, and {S,, Sr}; and
the grand coalition, {Sr, 52, B}.

A coalition can strike deals among its or,r,n members to exploit all available
mutual advantage. For any coalition C, we let the function u(C) be the total sur-
plus that its members can achieve on their olrm, regardless of what the players
not in the coalition (that is, in the set l'/ - c) do. This surplus amount is called
the security level of the coalition. \il'/hen we say "regardless of what the players
not in the coalition do," we visualize the worst-case scenario-namely, what
would happen to members of Cif the others (those not in C) took the action that
was the worst from C's perspective. This idea is the analogue of an individual
player's minimax, which we studied in Chapters 7 andB.

The calculation of u(c) comes from the specific details of a game. As an exam-
ple, consider our simple game of house trading from Section 1. No individual
player can achieve any surplus on his ornm without some cooperation from a
player on the other side, and so the security levels of all single-member coalitions
are zero; tl({Sl}) : r/({Sr}) : r/({B}) : 0. The coalition {S,, B} can reafize a total sur-
plus of 300 - 100 : 200, and s2 on his own cannot do anything to reduce the sur-
plus that the other two can enjoy (arson being outside the rules of the game); so
v({Sr, B}) :200. Similarly, r{{Sr, B}) : 300 - 150 : 150. The two sellers on their or.rm
cannot achieve any extra payoffwithout including the buyer; so u({S,, Sz}) : O.

In a particular game, then, for any coalition C we can find its security level,
v(C), which is also called the characteristicfunction of the game. We assume
that the characteristic function is common knowledge, that there is no asymme-
try of information.

Next, we consider possible outcomes of the game. An allocation is a list of
surplus amounts, (x,, x2,... xr), for the players. An allocation is feasible if it is
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logically conceivable within the rules of the game-that is, if it arises from any
deal that could in principle be made. Anyfeasible ailocation may be proposed as
a tentative deal, but the deal can be upset if some coalition can break away and
do better for itself. we say that a feasible allocation is blocked by a coalition cif

u(q > 2r*,.

This inequality says that the securitylevel of the coalition-the total surplus that
it can minimally guarantee for its members-exceeds the sum of the surpluses
that its members get in the proposed tentative allocation. If this is true, then the
coalition can form and will strike a bargain among its members that leaves all of
them better off than in the proposed allocation. Therefore the implicit threat by
the coalition to break away (back out of the deal if the surplus gained is not high
enough) is credible; that is how the coalition .ur, .rpr"i (block) the proposed
allocation.

The set of allocations that cannot be blocked by any coalition contains all of
the possible stable deals, or the bargaining range of the game. This set cannot
be reduced further by any groups searching for better deals; we call this set of al-
locations the core of the game.

A. NumericalExample

we have already the blocking in the simple two-person trading game in Section
l, although we did not use this terminology. However, we can now see that what
we called the "range of negotiation" corresponds exactly to the core. so we can
translate, or restate, our results as folrows. with one buyer and one seller, the
range of negotiation is from r00 to 300. This outcome corresponds to a core
consisting of all allocations ranging from the one (with price r00) where the
buyer gets surplus 200 and the seller gets 0 to the one (with price 300) where the
buyer gets 0 and the seller gets 200.

Now we use our new analytical tools to consider the case in which one
buyer, willing to pay as much as 300, meets two seners having equal reserve
prices of 100. !\hat is the core of the game among these three participants?

consider an allocation of surpluses-say, x, and x2-tothe two sellers and y
to the buyer. For this allocation to be in the core, no coalition should be able to
achieve more for its members than what they receive here. we know that each
single-member coalition can achieve only zero; therefore a core allocation must
satisfy the conditions

Xt2 0, x2> 0, and y:-_ 0.

Next, the coalitions of one buyer and one seler can each achieve a totar of 300 -
100 : 200, but the coalition of the two sellers can achieve only zero.Therefore,
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for the proposed allocation to survive being blocked by a two-person coalition,
it must satisfy

\ * !:- 200, xz* !:- 200, and .r, * x, > 0.

Finally, all three participants together can achieve a surplus of 200; therefore, if
the proposed allocation is not to be blocked by the grand coalition, we must
have

\+ x2* y-200.

But, because the total surplus available is only 200, x, + x2 + / cannot be greater
than 200. Therefore we get the equation xr + x2 + y: 200.

Given this last equation, we can now argue that x, must be zero. If x, were
strictly positive and we combined the equatiofl ri ) 0 with one of the two-
personinequal i t ies, xzt !>- 200, thenwewouldget.r l  + xz]_ !> 200,which
is impossible. Similarly, we find xz : 0 also. Then it follows that y : 200. in
other words, the sellers get no surplus-it all goes to the buyer. To achieve
such an outcome, one of the houses must sell for its reserve price p: 100; it
does not matter which.

we conducted the analysis in section 2.A by using our intuition about com-
petition. \.\4ren both sellers have the same resen/e price, the competition be-
tween them becomes very fierce. If one has negotiated a deal to sell at a price of
102, the other is ready to undercut and offer the buyer a deal at 101 rather than
go without a trade. In this process, the sellers "beat each other dornm,' to 100. In
this section, we have developed some general theory about the core and ap-
plied it in a mechanical and mathematical way to get a result that leads back to
the same intuition. we hope this two-way trafflc between mathematical theory
and intuitive application reinforces both in your mind. The purely intuitive
thinking becomes harder as the problem grows more complex, with many ob-
jects, many buyers, and many sellers. The mathematics provides a general al-
gorithm that we can apply to all of these problems; you will have ample
opportunities to use it. But, having solved the more complex problems by
using the math, you should also pause and relate the results to intuition, as we
have done here.

B. Some Properties of the Core

EtFlclENcY We saw earlier that an allocation is in the core if it cannot be blocked
by any coalition-including the grand coalition. Therefore, if a core allocation
gives n players surpluses of (xr, xr, . . . xn), the sum of these surpluses must be at
least as high as the security level that the grand coalition can achieve:

Xt t  Xz 1 ' . .  I  x,= u({1,2, . . . ,  n})
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But the grand coalition can achieve an),'thing that is feasible. Therefore for any
feasible allocation of surpluses-say, (4, zz, . . . z)-it must be true that

u(11,2, .  .  . ,  nI)  = zt  I  22 + " '  + zn

These two inequalities together imply that it is impossible to find another feasi-
ble allocation that will give everyone a higher payoff than a core allocation; we
cannothave

Zt) xt ,  4)  xz,  .  .  .  ,  and Zr)  x,

simultaneously. For this reason, the core allocation is said to be an efficient al-
location. (In the jargon of economists, it is called Pareto efficient, after Wilfredo
Pareto, who first introduced this concept of efflciency.)

Efficiency sounds good, but it is only one of a number of good properties
that we might want a core allocation to have. Efflciency simply says that no
other allocation will improve everyone's payoff simultaneously; the core alloca-
tion could still leave some people with very low payoffs and some with very high
payoffs. That is, efficiency says nothing about the equity or fairness or distribu-
tive justice of a core allocation. In our trading game, a seller got zero surplus if
there was another seller with the same reserue price; otherwise he had hope of
some positive surplus. This is a matter of luck, not fairness. And we saw that
some sellers with high reserve prices and some buyers with a low willingness to
pay could get cut out of the deals altogether because the others could get greater
total surplus; this outcome also sacriflces equity for the sake of efficiency.

A core allocation will always yield the maximum total surplus, but it does
not regulate the distribution of that surplus. In our two-buyer, two-seller exam-
ple, the buyer with the higher willingness to pay (Br) gets more surplus because
competition from the other buyer (Bz) means that the two pay the same price.

Similarly, the lower-reserve-price seller (S,) gets the most surplus-or, equiva-
lently, the lower-cost builder (Sr) makes the most profit.

In our simple trading game, the core was generally a range rather than a sin-
gle point. Similar\, in other games there may be many allocations in the core.
All will be efficient but will entail different distributions of the total payoff
among the players, some fairer than others. The concept of efficiency says noth-
ing about how we might choose one particular core allocation when there are
many. Some other theory or mode of analysis is needed for that. Later in the
chapter, we take a brief look at other mechanisms that do pay attention to the
distribution of payoffs among the players.

ExlsTENcE Is there a guarantee that all games will have a core? Alas, no. In games
where the players have negative spillover effects (externalities) on one another, it
maybe possible for everytentativelyproposed allocation to be upset by a coalition
of players who gang together to harm the others. Then the core may be empty.
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An extreme example is the garbage game. There are nplayers, each with one
bag of garbage. Each can dump it in his ornrr yard or in a neighbor's yard; he can
even divide it up and dump some in one yard and some in others. The payoff
from having b bags of garbage in your yard is - b, where b does not have to be an
integer. Then a coalition of z people has the security level - (n - m) as long as
ffi 1 fl, because they get rid of their mbags in nonmembers' yards but, in the
worst-case scenario that underlies the calculation of the security level, all (n -
m) nonmembers dump their bags in members'yards. Therefore the characteris-
tic function of the gameis given by u(m) : -(n- m) - m - nso long as m< n.
But the grand-coalition members have no nonmembers on whom to dump
their garbage; so u(n)

Now it is easy to see that any proposed allocation can be blocked. The most
severe test is for a coalition of (n - l) people, which has a very high security
level of - I because they are dumping all their bags on the one unfortunate per-
son excluded from the coalition and suffer only his one bag among the (n - l) of
them. Suppose person n is currently the excluded one. Then he can get together
with any (n - 2) members of the coalition-say, the last (n - 2)-and offer them
an even better deal. The new coalition of (n l)-namely, 2 through n-should
dump its bags on 1. Person n will accept the whole of l's bag. Thus persons
2 through (n - I) will be even better off than in the original coalition of the flrst
(n - r) because they have 0 surplus to share among them rather than - 1. And
person n will be dramatically better off with I bag on his lar,rrn than in the origi-
nal situation in which he was the excluded person and suffere d (n - l) bags.
Thus the original allocation can be blocked. The same is true of every allocation:
therefore the core is nonexistent, or empty.

The problem arises because of the nature of "property rights," which is im-
plicit in the game. People have the right to dump their garbage on others, just as
in some places and at some times flrms have a right to pollute the air or the
water or people have the right to smoke. In such a regime of "polluter,s rights,"
negative externalities go unchecked and an unstable process of coalition forma-
tion and reformation can result, leading to an empty core. In an alternative sys-
tem where people have the right to remain free from the pollution caused by
others, this problem does not arise. In our game, if the propefiy right is changed
so that no one can dump garbage on anyone else without that person,s consent,
then the core is not empty; the allocation in which every person keeps his ornm
bag in his ou,n yard and gets a payoff of - I cannot be blocked.

(. Discussion

cooPERATlvE 0R N0NC00PERATIV[ GAME? The concept of the core was developed for an
abstract formulation of a game, starting with the characteristic function. No de-
tails are provided about just how a coalition C can achieve total surplus equal to
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its security level u(C). Those details are specific to each application. In the same
way, when we find a core allocation, nothing is said about how the individual ac-
tions that give rise to that allocation are implemented. Implicitly, some external
referee is assumed to see to it that all players carry out their assigned roles and
actions. Therefore the core must be understood as a concept within the realm of
cooperative game theory, where actions are jointly chosen and implemented.

But the freedom of individual players to join coalitions or to break up exist-
ing coalitions and form new ones introduces a strong noncooperative element
into the picture. That is why the core is often a good way to think about compe-
tition. However, for competition to take place freeiy, it is important that all buy-
ers and sellers have equal and complete freedom to form and re-form
coalitions. \.Vhat if only the sellers are active players in the game, and the buyers
must passively accept their stated prices and cannot search for better deals?
Then the core of the sellers' game that maximizes their total profit entails form-
ing the grand coalition of sellers, which is a cartel or a monopoly. This problem
is often observed in practice. There are numerous buyers in the market at any
given time but, because each individual buyer is small and in the market infre-
quently, they find it difficult to get together or to negotiate with sellers for a bet-
ter deal. Sellers are fewer in number and have repeated relationships among
themselves; they are more likely to form coalitions. That is why antitrust laws try
to prevent cartels and to preserve competition, whereas similar laws to prevent
combination on the buvers' side are almost nonexistent.2

ADDITIVI AND N0NADD|T|VE pAyorfs We defined the security level of a coalition as the
minimum sum total of payoffs that could be guaranteed for its members. \.Vhen
we add individual payoffs in this way, we are making two assumptions: (1) that
the payoffs are measured in some comparable units, money being the most fre-
quently used yardstick of this kind; and (2) that the coalition somehow solves its
ornm internal bargaining problem. Even when it has a high total payoff, a coali-
tion can break up if some members get a lot while others get very little-unless
the former can compensate the latter in a way that keeps everyone better off by
being within the coalition than outside it. Such compensation must take the
form of transfers of the unit in which payoffs are measured, again typically
money.

If money (or something else that is desired by all and measured in compara-
ble units for all) is not transferable or if people's payoffs are nonlinear rescalings
of money amounts-for example, because of risk aversion-then a coalition's

'In labor markets in some European countries such as Sweden, the coalition of all buyers (ov,n-
ers or management) deals with the coalition of all sellers (unions), but that is not the way that the
concept of core assumes the process will work. The core wouid allow coalitions of smaller subsets of
companies and workers to form and re-form, constantly seeking a better deal for themselves. In
practice there is pure bargaining between two fixed coalitions.
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security level cannot be described by its total payoff alone. we then have to
keep track of the separate payoffs of all individual members. In other words, the
characteristic function v(C) is no longer a number but a set of vectors listing all
membets' payoff combinations that are possible for this coalition regardless of
what others do. The theory of the core for this situation, technically called the
case of nontransferable utility, can be developed, and you will flnd it in more
advanced treatments of cooperative game theory.3

we have already looked at supply and demand curves for markets with small
numbers of traders. Generalizing them for more realistic markets is straightfor-
ward, as we see in Figure 18.4. There can be hundreds or thousands of potential
buyers and sellers of each commodity; on each side of the market, they span a
range of reserve prices and willingness to pay. For each price p, measured on
the vertical axis, the line labeled s shows the quantity of all sellers whose re-
serve price is below p-those who are willing to sell at this price. \Arhen we in-
crease p enough that it exceeds a new seller's reserve price, that seller's
quantity comes onto the market, and so the quantity supplied increases; we
show this quantity as a horizontal segment of the curve at the relevant value of

0 Quantitv

FIGURE 18.4 Market Equil ibr ium with Many Buyers and Sellers

3R. Duncan Luce and Howard Raiffa, Games and Decisions (New York Wiley, f 957), especially
chaps. B and 11, remains a classic treatment of cooperative games with transferable utility. An excel-
lent modern general treatment that also allows nontransferable utilify is Roger B. Myerson, Game
Theory (Cambridge: Haward University Press, l99l), chap. 9.

Price,
p

Core, or market
equi l ibr ium
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p.The rising-staircase form that results from this procedure is the supply cutve.
Similarly, the descending-staircase graph on the buyers' side shows, for each
price, the quantity that the buyers are willing to purchase (demand); therefore
it is called the demand curve.

If all the sellers have access to the same inputs to production and the same
technology of production, they may have the same costs and therefore the same
reserve price. In that case, the supply curve may be horizontal rather than
stepped. However, among the buyers there are generally idiosyncratic differ-
ences of taste, and so the demand curve is always a step-shaped curve.

Market equilibrium occurs where the two curves meet, which can happen
in three possible ways. One is a vertical overlap at one quantity. This overlap in-
dicates that exactly that quantity is the amount traded, and the price (common

to all the trades) can be an),thing in the range of overlap. The second possibility
is that the two curves overlap on a horizontal segment. Then the price is
uniquely determined, but the quantity can vary over the range shown by the
overlap. A horizontal overlap further rneans that the unique price is simultane-
ously the reserve price of one or more sellers and the willingness to pay of one
or more buyers; at this price, the two t],pes are equally happy making or not
making a trade, and so it does not matter where along the overlap the quantity
traded "settles." The third possibility is that a horizontal segment of one curve
cuts a vertical segment of the other curve. Then there is only one point common
to both curves, and the price and the quantity are both uniquely determined.

In each case, the price (even if not uniquely determined) is one at which, if
our neutral market maker were to call it out, the quantity demanded would
equal the quantity supplied, and the market would clear. Any such price at
which the market clears is called a market equilibrium price. It is the market
maker's purpose to find such a price, and he does so by a process of trial and
error. He calls out a price and asks for offers to buy and sell. All of these offers
are tentative at first. If the quantity demanded at the current price is greater
than the quantity supplied, the market maker tries out a slightly higher price; if
demand is less than supply, he tries a slightly lower price. The market maker ad-
justs the trial price in this way until the market clears. Only then are the tenta-
tive offers to buy and sell made actual, and they are put into effect at that
market equi l ibr ium price.

\iVhen thousands of buyers are ranked according to their willingness to pay
and hundreds or thousands of sellers according to their reserve prices, the dif-
ferences between two successive trades on each side are quite small. Therefore
each step of the demand curve falls only a little and that of the supply curve
rises only a little. With this type of supply and demand curves, even when
there is a vertical overlap, the range of indeterminacy of the price in the mar-
ket equilibrium is small, and the market-clearing price will be almost uniquely
determined.
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we showed graphically in simple examples that the core of our trading

game, where each seller has one unit to offer and each buyer wants to buy just

one unit, coincides with the market equilibrium. Similar results are true for any

number of buyers and sellers, each of whom may want to buy or sell multiple

units at different prices, but the algebra is more complex than is worthwhile,

and so we will omit it. If some sellers or some buyers want to trade more than

one unit each, then the link between the core and the market equilibrium is

slightly weaker. A market equilibrium always lies in the core, but the core may

have other allocations that are not market equilibria. However, in large markets,

with numerous buyers and sellers, there are relatively few such extra alloca-

tions, and the core and the market outcomes virtually coincide' Because this re-

sult comes from rather advanced microeconomic theory, we must leave it as an

assertion, hoping that the simple examples worked out here give you confi-

dence in its truth.a

A. Properties of the Market Mechanism

EtnCtENfl The correspondence between the outcomes of the core and of the

market equilibrium has an immediate and important implication' We saw in

section 2 that a core allocation is efficient; it maximizes the total possible sur-

plus. Therefore the market equilibrium also must be efficient, a fact that ac-

counts in part for the conceptual appeal of the market'

As with the core, the market does not guarantee a fair or just distribution of

income or wealth. A seller's profit depends on how far the market price happens

to be above his cost, and a buyer's surplus depends on how far the market price

happens to be below his willingness to pay.

INFoRMATIoN AND MANIPUIABIIITY The market maker typically does not know the re-

serve price of any seller or the willingness to pay of any buyer. He sets a price and

asks traders to disclose some of this information through their offers to sell and

buy. Do they have the incentive to reply truthfully? In other words, is the market

mechanism manipulable? This question is quite central to the strategic perspec-

tive of this book and relates to the discussion of information in Chapter 9.

First consider the case in which each seller and each buyer wants to trade

just one unit. For simplicity, consider the two-buyer, two-seller example from

Section 1, in which seller S, has a reserve price of 100. He could pretend to have

a higher reserve price (by not offering to sell his house until the market maker

calls out a price appropriately higher than 100) or a lower one' That is, he could

aFor a discussion ofthe general theory about the relationship between the core and the market

equilibrium, see Andreu Mas-Colell, Michael D. Whinston, and Jerry R' Green, Microeconomic The-

ory (New York: Oxford University Press, 1995), pp. 652-660'
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pretend that his supply curve is different from what it is. Would that be in his
interest?

Just as the market maker does not know anyone's reserve price or willing-
ness to pay, Sr does not know this information about anyone else. so he does
not know what the market-clearing price will be. Suppose he pretends that his
reserve price is 120. It might be that the market-clearing price exceeds 120, in
which case he would get to make the sale, as he would have anyway, and would
get the market price as he would have had he shornm his reserve price to be 100;
his exaggeration would make no difference. But the market-clearing price might
be somewhere between 100 and l2o, inwhich case the market maker would not
take up s,'s offer to sell, and s, would lose a deal that would have been prof-
itable. In this instance, exaggeration can only hurt him. similarly, he might un-
derstate his reserve price and offer to sell when the market maker calls out a
price of 80. If the market-clearing price ended up below 80, the understatement
would make no difference. But if it ended up somewhere between B0 and 100,
then the market maker would hold 51 to his offer, and the sale would net a loss
to Sr. Thus understatement, like exaggeration, can only hurt him. In other
words, truthful revelation is the dominant strategy for Sr. The same is true for all
buyers and sellers.

It is no coincidence that this assertion is similar to the argument in Chapter
16 that truthful bidding is the dominant strategy in a private-value second-price
auction. A crucial thing about the second-price auction is that what you pay
when you win depends not on what you bid, but on what someone else bid.
over- or underbidding can affect your chances of winning only in an adverse
way; you might fail to win when it would have been good and might win when it
would be bad. Similarly, in the market, if you get to make a sale or a purchase,
the price depends not on your reserve price or your willingness to pay, but on
that of someone else. Misstating your values can affect your chances of making
a trade only in an adverse way.

This argument does not work if some person has several units to trade and
is a large trader who can affect the price. For example, a seller might have a re-
serve price of 100 and 15 units for sale. At a price of 100, there might be 15
willing buyers, but the seller might pretend to have only 10 units. Then the
market maker would believe there was some scarcity, and he would set a
higher market-clearing price at which the number of willing buyers matched
the number of units the seller chose to put up for sale. If the buyers' willing-
ness to pay rises sufficiently rapidly as the quantity goes down (that is, if the
demand curve is steep), then the seller in question might make more profit by
selling 10 units at the higher price than he would by selling 15 units at a lower
price. Then the misstatement would work to his advantage, and the market
mechanism would be manipulable. In the jargon of economics, this is an in-
stance of the seller exercising some monopoly power. By offering less than he
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actually has (or can produce) at a particular price, the seller is driving up the
market equilibrium price. Similariy, a multiunit buyer can understate his de-
mand to drive the price down and thereby get greater surplus on the units that
he does buy; he is exercising monopsonypower.

However, if the market is so large that any one seller's attempt to exercise
monopoly power can alter the price only very slightly, then such actions will not
be profitable to the seller. \Mhen each seller and each buyer is small in relation
to the market, each has negligible monopoly and monopsony power. In the jar-
gon of economics, competition becomes perfect; in our jargon of game theory,
the market mechanism becomes nonmanipulable, or incentive compatible.

B. Experimental Evidence

we have told a "story" of the process by which a market equilibrium is reached.
However, as noted earlier, the market maker who played the central role in that
story, calling out prices, collecting offers to buy and sell, and adjusting the price
until the market cleared, does not actually exist in most markets. Instead, the
buyers and sellers have to search for trading partners and attempt to strike deals
on their or,rm. The process is somewhat like the formation and re-formation of
coalitions in the theory of the core but even more haphazard and unorganized,.
Can such a process lead to a market-clearing outcome?

Through observation of actual markets, we can readily find many instances
where markets seem to function well and many where they fail. But situations of
the former kind differ in many ways from those of the latter, and many of these
differences are not easily observable. Therefore the evidence does not help us
understand whether and how markets can solve the problems of coordinating
the actions of many buyers and sellers to arrive at an equilibrium price. Labora-
tory experiments, on the other hand, allow us to observe outcomes under con-
trolled conditions, varying just those conditions whose effects we want to study.
Therefore they are a useful approach and a valuable item of evidence for judg-
ing the efficacy of the market mechanism.

In the past half-century many such experiments have been carried out.
Their objectives and methods vary, but in some form all bring together a group
of subjects who are asked to trade a tangible or intangible "object." Each is in-
formed of his or,vn valuation and given real incentives to act on this valuation.
For example, would-be sellers who actually consummate a trade are given real
monetary rewards equal to their profit or surplus, which is equivalent to the
price that they succeed in obtaining minus the cost that they are assigned.

The results are generally encouraging for the theory. In experiments with
only two or three traders on one side of the market, attempts to exercise mo-
nopoly or monopsony power are observed. But otherwise, even with relatively
small numbers of traders (say, flve or six on each side), trading prices generally

http://freepdf-books.com



618 tcH. 181 MARKETS AND COMPETITION

converge quite quickiy to the market equilibrium that the experimenter has cal-

culated, knowing the valuations that he has assigned to the traders. If anlthing,

the experimental results are "too good." Even when the traders know nothing

about the valuations of other traders, have no understanding of the theory of

market equilibrium, and have no prior experience in trading, they arrive at the

equilibrium configuration relatively quickly. In recent work, the focus has

shifted away from asking whetherthe market mechanism works to asking whyit

works so much better than we have any reason to expect.s

There is one signiflcant exception-namely, markets for assets. The deci-

sion to buy or sell a long-lived asset must take into account not merely the rela-

tion between the price and your own valuation, but also the expected

movement of the price in the future. Even if you don't expect your dot.com

stock ever to pay any dividend, you might buy and hold it for a while if you be-

lieve that you can then sell it to someone else for a sufficiently higher price,

thereby making a capital gain. You might come to this belief because you have

observed rising prices for a while. But prices might be rising because others are

buying dot.com stock, too, similarly expecting to resell it with a capital gain. If

many people simultaneously try to sell the stocks to obtain those expected

gains, the price will fall, the gains will fail to be realized, and the expectations

will collapse. Then we will say that the dot.com market has experienced a specu-

latiue bubble that has burst. Such bubbles are observed in experimental mar-

kets,  as they are in real i ty.6

iiil j

The core has an important desirable property of efficiency, but it also has some

undesirable ones. Most basically, there are games that have no core; many oth-

ers have very large cores consisting of whole ranges of outcomes, and so the

concept does not determine an outcome uniquely. Other concepts that do bet-

ter in these respects have been constructed. The best known is the Shapley

value, named after Lloyd Shapley of UCIA.
Like Nash's bargaining solution, discussed in Chapter 17, the Shapley value

is a cooperative concept. It is similarly grounded in a set of axioms or assump-

tions that, it is argued, a solution should satisfy. And it is the unique solution

that conforms to all these axioms. The desirability of the properties is a matter

sDouglas D. Davis and Charles A. Holt, Experimental Economics (Princeton, NJ: Princeton Uni-

versity Press, I993), chap. 3.
Gshvam Sundel, "Experimental Asset Markets: A Survey," Handbook of Experimental Economics,

ed. John H. Kagel and Alvin E. Roth (Princeton, NJ: Princeton University Press, 1995), pp.468-474.
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ofjudgment; other game theorists have specifled other combinations of proper_
ties, each of which leads to its own unique solution. But the solutions for differ-
ent combinations of properties are different, and not all the properties can be
equally desirable. Perhaps more importantly, each player will judge the proper_
ties not by their innate attractiveness, but by what the outcome gives him. if an
outcome is not satisfactory for some players and they believe they can do better
by insisting on a different game, the proposed solution may be a nonstarter.

Therefore any cooperative solution should not be accepted as the likely ac_
tual outcome of the game based solely on the properties that seem desirable to
some game theorists or in the abstract. Rather, it should be judged by its actual
performance for prediction or analysis. From this practical point of view, the
Shapley value turns out to do rather well. We do not go into the axiomatic basis
of the concept here. we simply state its formula, briefly interpret and motivate
it, and demonstrate it in action.

Suppose a game has n players and its characteristic function is u(c), which
is the minimum total payoff that coalition ccan guarantee to its members. The
shapleyvalue is an allocation of payoffs u;to eachplayer l as defined by

where rzldenotes the product I X 2 x ... X
coalitions C that have i as a member, and
the size of the coalition C.

The idea is that each player should be given a payoff equal to the average of
the "contribution" that he makes to each coalition to which he could belong,
where all coalitions are regarded as equally likely in a suitable sense. F.irst con_
sider the size k of the coalition-from 1 to z. Because all sizes are equally likely,
a particular size coalition occurs with probab iliw r I n. Then the (k - l) partners
of i in a coalition of size k canbechosen from among the remaining (n - I)
players in any of

(n -  I ) l

l (n-  r )  -  (k-  l ) l !  (k* I ) !

ways. The reciprocal of this expression is the probability of any one such choice.
combining that reciprocal with (t/n) gives us the probability of a particular
coalition c of size k containing member i and that is what appears as the built_
up fraction in each term of the sum on the right-hand side of the formu la for u,.
\Atrat multiplies the fraction is the difference between the security level of the
coalition c-namely, v(c)-and the security level that the remaining people
would have if i were removed from the coalition_namely, u(C _ UD.This term
measures the contribution that i makes to C.

lu(c) - uG - l i i l ,  (18.1)

n;where the sum is taken over all the
where, in each term of the sum, k is
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The idea that each player's payoff should be commensurate with his contri-
bution has considerable appeal. Most importantly, if a player must make some
effort to generate this contribution, then such a payment scheme gives him the
correct incentive to make that effort. In the jargon of economics, each person's

incremental contribution to the economy is called his marginal product;there-

fore the concept of tying payoffs to contributions is called the marginal produc-

tiuity theory of distribution. A market mechanism would automatically reward

each participant for his contribution. The Shapley value can be understood as a
way of implementing this principle-of achieving a marketlike outcome-at
least approximately when an actual market cannot be arranged, such as within

units of a single larger organization.
The formula embodies much more than the general principle of marginal

productivity payment. Averaging over all coalitions to which a player could be-
long and regarding all coalitions as equally likely are very specific procedures

that may or may not have any counterpart in reality. Nevertheless, the Shapley
value often produces outcomes that have some realistic features. We now exam-
ine two specific examples of the Shapley value in action, one from politics and
one from economics.

A. Power in legislatures and Committees

Suppose a l0O-member legislature consists of four parties, Red, Blue, Green,
and Brown. The Reds have 43 seats, the Blues 33, the Greens 16, and the Bror,rms
B. Each party is a coherent block that votes together, and so each can be re-
garded as one player. A majority is needed to pass any legislation; therefore no
party can get legislation through without the help of another block, and so no
party can govern on its own. In this situation the power of a party will depend
on how crucial that party is to the formation of a majority coalition. The Shapley
value provides a measure of just that power. Therefore in this context it is called
the power index. The indexwas used in this way by Shapley and Martin Shubik.
A similar index, but with a different assumption about coalition formation, was
devised by John Banzhat.T

Give the value I to any coalition (including the grand coalition) that has a
majority and 0 to any coalition without a majority. Then, in the formula for the
Shapley value of pafiy i (Eq. 18.1), the contribution that it makes to a coalition
C-namely, u(C) - u(C - {i})-is I if the coalition Chas a majoritybut C - {i} if
it does not. \fhen party i's contribution to C is 1, we say that party i is a piuotal

TSee Lloyd S. Shapley and Martin Shubik, "A Method for Evaluating the Distribution of Power in a
Committee System," American Political Science Reuiew, vol. 48, no. 3 (September 1954), pp.
787-792, and John Banzhaf, "Mathematical Analysis of Voting Power and Effective Representation,"
GeorgeWashington Law Reuiew,vol.36, no. 4 (1968), pp. 808-823.

http://freepdf-books.com



THE SHAPLEY VALUE 621

member of the majority coalition c. In all other cases-namely, if coalition c
does not have a majority at all or if cwould have a majority even without l-the
contribution of I to Cis zero.

we can now list all the rnajority coalitions and which party is pivotal in
each. None of the four possible (albeit trivial) one-party ,,coalitions,' 

has a ma_
jority. Three of the six possible two-party coalitions have a majority-namely,
{Red, Blue}, {Red, Green}, and {Red, Bror,r,n}-and in each case both members
are pivotal because the loss of either would mean the loss of the majority. of the
four possible three-pafty coalitions, in three of them-namely, {Red, Blue,
Green], {Red, Blue, Bror,tmi, and {Red, Green, Brown}-only Red is pivotal. In the
fourth three-party coalition-namely, iBlue, Green, Brown]-all three parties
are pivotal. In the grand coalition, no party is pivotal.

In the shapley value formula, the term corresponding to each two-party
coalition takes the value (4 - 2)l(2 - I)ll4l : 2! x tll4l : 2124 : I lL2, and each
three-partycoal i t ion gets (4 -  3) l (3 -  l ) t  :  I l  x 2l l4 l :  t /12 also.

with this information we can calculate the Shapley value of each party. we
have

uR"d: i , " t+$, .s

because the Red party is pivotal in three two-party coalitions and three three-
pafty ones and each such coalition gets a weight of I l12. Similarly

*# '
and u6r"". : uBro-n : 1/6likewise, because Blue, Green, and Brown are each piv_
otal in exactly one two-party and one three-party coalition.

Even though the Blues have almost twice as many members as the Greens,
who in turn have twice as many as the Browns, the three parties have equal
power. The reason is that they are all equally crucial in the formation of a major-
ity coalition, either one at a time with Red, or the three of them joined together
against Red.

we do observe in reality that small parties in multiparty legislatures enjoy
far more power than their number proportions in the legislature might lead us
to believe, which the Shapley value index shows in a dramatic way. It does make
some unappealing assumptions; for example, it takes all coalitions to be equally
likely and all contributions to have the same value I if they create a majority and
the same value 0 if they do not. Therefore we should interpret the power index
not as a literal or precise quantitative measure but as a rough indication of po-
litical power levels. More realistic analysis can sometimes show that small par-
ties have even greater power than the shapley measure might suggest. For
example' the two largest parties often have ideological antagonisms that rule

uBh" : #" ,

:1
2

I
I _r

0
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out a big coalition between them. If coalitions that include both Red and Blue
together are not possible, then Green and Brornm will have even greater power
because of their ability to construct a majority-one of them together with Red
or both of them together with Blue.

B. Allocation of Joint Costs

Probably the most important practical use of the Shapley value is for allocating
the costs of a joint project among its several constituents. suppose a town is
contemplating the construction of a multipurpose auditorium building. The
possible uses are as a lecture hall, a theater, a concert hall, and an opera house.
A single-purpose lecture hall would cost $1 million. A theater would need more
sophisticated stage and backstage facilities and would cost $4 million. A concert
hall would need better acoustics than the lecture hall but less sophisticated
staging than the theater, and so the cost of a pure concert hall would be $3 mil-
lion. An opera house would need both staging and acoustics, and the cost of the
two together, whether for a theater-concert combination or for opera, would be
$6 million. If the opera house is built, it can also be used for any of the three
other purposes, and a theater or a concert hall can also be used for lectures.

The torn"rr council would like to recoup the construction costs by charging
the users. The tickets for each type of activity will therefore include an amount
that corresponds to an appropriate share of the building cost attributable to
that activity. How are these shares to be apportioned? This is a mirror image of
the problem of distributing payoffs according to contributions-we want to
charge each use for the extra cost that it entails. And the Shapley value offers an
answer to the problem. For each activity-say, the theater-we list all the com-
binations in which it could take place and what it would cost to construct the fa-
cility for that combination, as well as for that combination minus the theater.
This analysis tells us the contribution of the theater to the cost of building for
that combination. Assuming all combinations for this activity to be equally
likely and averaging, we get the overall cost share of the theater.

First, we calculate the probabilities of each combination of uses. The the-
ater could be on its own with a probability of ll4.It could be in a combination
of two activities with a probability of I I 4, and there are three ways to combine
the theater with another activity; so the probability of each such combination is
1/ 12. Similarly, the probability of each three-activity combination including the
theater is also 1/12. Finally, the probability of the theater being in the grand
coalition of all four activities is l /4.

Next, we calculate the contributions that the theater makes to the cost of
each combination. Here we just give an example. The theater-concert combina-
tion costs $6 million, and the concert hall alone would cost $3 million; therefore
6 - 3 : 3 is the contribution of the theater to this combination. The complete
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list of combinations and contributions is shown in Figure 18.5. Each row fo-
cuses on one activity. The left-most column simply labels the activity: L for lec-
ture, T for theater, C for concert, and O for opera. The successive columns to the
right show one-, two-, three-, and four-activity combinations. The heading of
each column shows the size and the probability of each combination of that
size. The actual cells for each row in these columns list the combinations of that
size that include the activity of that row (when there is only one activity we omit
the listing), followed by the contribution of the particular activity to that combi-
nation. The right-most column gives the average of all these contributions with
the use of the appropriate probabilities as weights-that is, the Shapley value.

It is interesting to note that, though the cost of building an opera facility is 6
times that of building a lecture hall (6 versus I in the bottom and top cells of the
"Size 1" column), the cost share of opera in the combined facility is l3 times
that of lectures (2.75 versus 0.25in the "ShapleyValue" column). This is because
providing for lectures adds nothing to the cost of building for any other use, and
so the contribution of lectures to all other combinations is zero. On the other
hand, providing for opera raises the cost of all combinations except those that
also include both theater and concert, of which there is only one.

Note also that the cost shares add up to 6, the total cost of building the com-
bined facility-another useful property of the Shapley value. If you have suffi-
cient mathematical facility, you can use Eq. (18.1) to show that the payoffs a, of
all the players sum to the characteristic function u of the grand coalition.

To sum up, the Shapley value allocates the costs of a joint project by calculat-
ing what the presence of each participant adds to the total cost. Each participant

ACTIVITY

COMBINATIONS
Shapley
ValueSize 'l

Prob.= 1/4
Size 2

Prob. = 1 /12
Size 3

Prob. = 1 /12
Size 4

Prob.= 1/4

1
LT:
LC:
LO:

4-4=O
3-3=0
6-6=0

LTC:6-6=0
LTO:6-6=0
LCO:6-6=0

6-6=0 u-z)

T A

LT: 4-1 =3

TC:6-3=3
TO:6-6=0

TLC:6-3=3
TLO: 6-6=0
TCO:6*6=0

6-6=0 1.75

a 5

CL:3-1=2
Ll:b-4=Z

CO:6-6=0

CLf:6-4=2
CLO:6-6=0
CTO:6-6=0

6-6=0 1.25

o 6
OL: 6-1=5
Of:6-4=2
OC:6-3=3

OLf:6-4=2
OLC:6-3=3
OTC:6-6=0

6-6=0 2.75

FIGURE 18.5 Cost Allocation for Auditorium Comolex
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is then charged this addition to the cost (or in the jargon of economic s his mar_
ginal cost).

The principle can be applied in reverse. Suppose some firms could create a
larger total profit by cooperating than they could by acting separately. They
could bargain over the division of the surplus (as we saw in chapter 17), but the
Shapley value provides a useful alternative, in which each firm receives its mar-
ginal contribution to the joint enterprise. Adam Brandenburger and Barry Nale_
buff, in their book Co-opetition, develop this idea in detail.s

Neither the core nor the market mechanism nor the Shapley varue guarantee
any fairness of payoffs. Game theorists have examined other mechanisms that
focus on fairness and have developed a rich line of theory and applications.
Here we give you just a brief taste.e

The oldest and best-known fair division mechanism is ,,one divides, the
other chooses'" If A divides the cake into two pieces or the collection of objects
available into two piles and B chooses one of the pieces or piles, the outcome
will be fair. The idea is that, if A were to produce an unequal division, then B
would choose the rarger. Knowing this, Awill divide equally- Such behavior then
constitutes a rollback equilibrium of this sequential_move game.

A related mechanism has a referee who slowly moves a knife across the face
of the cake-say, from left to right. At any point, either player can say .,stop.,,
The referee cuts the cake at that point and gives the piece to ttr" t"rt of the knife
to the player who spoke.

we do not require the cake to be homogeneous-one side may have more
raisins and another more walnuts-or all objects in the pile to be identical. The
participants can differ in their preferences for different parts of the cake or differ-
ent objects, and therefore they may have different perceptions about the relative
values of portions and about who got a better deal. Then we can distinguish two
concepts of fairness. First, the division should be Ttroportional, meaning that
each of n people believes that his share is at least 1l n of thetotal. second, the di-
vision should be envy-free, which means that no participant berieves someone
else got a better deal. with two people, the two concepts are equivalent but, with
more, en\T/-freeness is a stronger requirement, because each may think he got
1/ n while also thinking that someone else got more than he did.

with more than two peopre, simple extensions of the ,,one cuts, the other
chooses" procedure ensure proportionality. suppose there are three people, A,

sAdam Brandenburger and BarryNalebuff, co-opetition(Newyork: Doubreday, 1996).eFor a thorough treatment, see Steven I. Brams and Alan D. Taylor, Fair Diuision: From cake-Cutting to Dispute Resolution (New york: Cambridge University press, 1996).
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B and C. Let any one person-say, A-divide the total into three parts. Ask B and
C which portions they regard as acceptable-that is, of size at least 1/3. If there
is only one piece that both reject, then give that to A, leaving each of B and C a
piece that he regards as acceptable. If they reject two pieces, give one of the re-
jected pieces to A and reassemble the remaining two pieces. Both B and C must
regard this total as being of size at least 213 in size. Then use the "one cuts, the
other chooses" procedure to divide this piece between them. Each gets what he
regards as at least 1/2 of this piece, which is at least I /3 of the initial whole. And
A will make the initial cuts to create three pieces that are equal in his own judg-

ment, to ensure himself of getting 1/3. With more people, the same idea can be
extended by using mathematical induction. Similar, and quite complex, gener-
alizations exist for the moving-knife procedure.

Ensuring enr,y-freeness with more than two people is harder. Here is how it
can be done with three. Let A cut the cake into three pieces. If B regards one of
the pieces as being larger than the other two, he "trims" the piece just enough
so that there is at least a two-way tie for largest. The trimming is set aside and C
gets to choose from the three pieces. If C chooses the trimmed piece, then B can
choose either of the other two, and A gets the third. If C chooses an untrimmed
piece, then B must take the piece that he trimmed, andA gets the third.

Leaving the trimming out of consideration for the moment, this division is
enr,y-free. Because C gets to choose any of the three pieces, he does not en\,T/
anyone. B created at least a two-way tie for what he believed to be the largest
and gets one of the two (the trimmed piece if C does not choose it) or the oppor-
tunity to choose one of the two, and so B does not enr,T/ anyone. Finally, A will
create an initial cut that he regards as equal, and so he will not en\y anyone.

Then whoever of B or C did not get the trimmed piece divides the trimming
into three portions. \Mhoever of B or C did get the trimmed piece takes the first
pick, A gets the second pick, and the divider of the trimming gets the residual
piece of it. A similar argument shows that the division of the whole cake is envy-
free. For examples of even more people, and for many other fascinating details
and applications, read Brams and Taylor's Fair Diuision (cited earlier).

We do not get fairness without pa)4ng a price in the form of the loss of some
other desirable property of the mechanism. In realistic environments with het-
erogeneous cakes or other objects and with diverse preferences, these fair divi-
sion mechanisms generally are not efflcient; they are also manipulable.

#r?.: li:liriirii;i,i+l'.; SUMMARY itliilrlliili,it ,::r,.:,'

We consider a market where each buyer and each seller attempts to make a deal
with someone on the other side, in competition with others on his ornrr side look-
ing for similar deals. This is an example of a general game where coalitions of play-
ers can form to make tentative agreements for joint action. An outcome can be
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prevented or blocked if a coalition can form and guarantee its members better
payoffs. The core consists of outcomes that cannot be blocked by any coalition.

In the trading game with identical objects for exchange, the core can be in-
terpreted as a market equilibrium of su1cply and demand. \Mhen there are sev-
eral buyers and sellers with slight differences in the prices at which they are
willing to trade, the core shrinks and a competitive market equilibrium is deter-
minate. This outcome is fficient. With few sellers or buyers, preference manip-
ulation can occur and amounts to the exercise of monopoly or monopsony
power. Laboratory experiments find that, with as few as five or six participants,
trading converges quickly to the market equilibrium.

The Shapley ualue is a mechanism for assigning payoffs to players based on
an average of their contributions to possible coalitions. It is useful for allocating
costs of a joint project and is a source of insight into the relative power of parties
in a legislature.

Neither the core nor the Shapley value guarantees fair outcomes. Other fair
diuision mechanism.s exist; they are often variants or generalizations of the "one
cuts, the other chooses" idea. But they are generally inefficient and manipulable.

allocation (607)

blocking (608)

characteristic function (607)

coalition (607)

core (608)

demand curve (600)
efficient allocation (610)
envy-free allocation (624)
fair division mechanism (624)
feasible allocation (607)
grand coalition (607)

incentive-compatible market
mechanism (617)

market equilibrium (60 l)
monopolypower (616)

monopsonypower (617)

nonmanipulable market
mechanism (617)

power index (620)

security level (607)

Shapleyvalue (619)

supply curve (600)

,*iiJi$ill{Xiiiii:.i'lil iilj}ilri#1ii;lliriiilffi E X E R C I S E S rrilrliriiiiiil;l rliiiilrill;lifiriiidiilirji i:. r

l. Consider the two buyers, B, and Br, and one seller, S, in Section 1. The seller's
reserve price is 100; B, has a willingness to pay of 300 and B, a willingness to
pay of 200. (All numbers are dollar amounts in the thousands.)
(a) Use the negotiation approach to describe the equilibrium range of nego-

tiation and the trade that takes place in this situation.
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3.

4.

EXERCISES 627

(b) Construct and illustrate the market supply and demand curves for this

case. Show on your diagram the equilibrium range of prices and the

equilibrium quantity traded.

For two sellers with unequal reserve prices, 100 for Sr and 150 for Sr, and one

buyer B with a willingness to pay of 300, show that, in a core allocation, the

respective surpluses xr, xr, and y must satisfy x, 5 50, xz: 0, and y:- 150. Ver-

ify that this outcome means that S, sells his house for a price between 100

and 150.

There are four sellers and three buyers. Each seller has one unit to sell and a

reserve price of 100. Each buyer wishes to buy one unit. One buyer is willing

to pay as much as 400; each of the other two, as much as 300. Find the market

equilibrium by drawing a figure. Find the core by setting up and solving all

the no-blocking inequalities.

In Exercise 3, suppose the four sellers get together and decide that only two

of them will go to the market and that all four will share any surplus that they

get there. Can they benefit by doing so? Can they benefit even more if one or

three of them go to the market? \.\4rat is the intuition for these results?

An airport runway is going to be used by four types of planes: small corporate
jets and commercial jets of the narrow-body, wide-body, and jumbo vari-

eties. A corporate jet needs a runway 2,000 feet long, a narrow-body 6,000

feet, a wide-body 8,000 feet, and a jumbo 10,000 feet. The cost of construct-

ing a runway is proportional to its length. Considering each type of aircraft as

a player, use the Shapley value to allocate the costs of constructing the

10,000-foot runway among the four q,pes. Is this a reasonable way to allocate

the costs?
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Glossary
Here we define the key terms that appear in the text. We aim for verbal defini-

tions that are logically precise, but not mathematical or detailed like those

found in more advanced textbooks.

acceptability condition (490) An upper bound on the probability of fulfill-
ment in a brinkmanship threat, expressed as a function of the probability of
error, showing the upper limit of risk that the player making the threat is
willing to tolerate.

action node (46) A node at which one player chooses an action from two or
more that are available.

addition rule (224) If the occurrence of X requires the occurrence of any one
of several disjoint Y, Z, . .. , then the probability of Xis the sum of the sepa-
rate probabilities of Y,Z, . . .

adverse selection (305) A form of information asymmetry where a player's
type (available strategies, payoffs . . . ) is his private information, not directly
known to others.

agenda paradox (507) A voting situation where the order in which alternatives
are paired when voting in multiple rounds determines the final outcome.

allocation (607) A list of payoffs (sometimes also details of the underlying out-
comes such as the quantities of commodities being consumed), one for
each player in a game.

all-pay auction (548) An auction in which each person who submits a bid
must pay her highest bid amount at the end of the auction, even if she does
not win the auction.

alternating offers (577) A sequential move procedure of bargaining in which,
if the offer made by one player is refused by the other, then the refuser gets
the next turn to make an offer, and so on.

amendment procedure (502) A procedure in which any amended version of a
proposal must win a vote against the original version before the winning
version is put to a vote against the status quo.

629
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antiplurality method (502) A positional voting method in which the electorate
is asked to vote against one item on the slate (or to vote for all but one).

approval voting (503) A voting method in which voters cast votes for all alter-
natives of which they approve.

ascending auction (540) An open outcry auction in which the auctioneer ac-
cepts ascending bids during the course of the auction; the highest bid wins.
Also called English auction.

assurance game (107) A game where each player has two strategies, say coop-
erate and not, such that the best response of each is to cooperate if the other
cooperates, not if not, and the outcome from (cooperate, cooperate) is bet-
ter for both than the outcome of (not, not).

asyrnmetric information (23) Information is said to be asymmetric in a game
if some aspects of it-rules about what actions are permitted and the order
of moves if any, payoffs as functions of the players strategies, outcomes of
random choices by "nature," and of previous actions by the actual players
in the game-are known to some of the players but are not common knowl-
edge among all players.

babbling equilibrium (268) In a game where communication among players
(which does not affect their payoffs directly) is followed by their choices of
actual strategies, a babbling equilibrium is one where the strategies are cho-
sen ignoring the communication, and the communication at the first stage
can be arbitrary.

backward induction (54) Same as rollback.
battle of the sexes (108) A game where each player has two strategies, say

Hard and Soft, such that [1] (Hard, Soft) and (Soft, Hard) are both Nash
equilibria, [2] of the two Nash equilibria, each player prefers the outcome
where he is Hard and the other is Soft, and t3l both prefer the Nash equilib-
ria to the other two possibilities, (Hard, Hard) and (Soft, Soft).

Bayes'theorem (301) An algebraic formula for estimating the probabilities of
some underlying event, by using knowledge of some consequences of it that
are observed.

belief (89) The notion held by one player about the strategy choices of the
other players and used when choosing his own optimal strategy.

best alternative to a negotiated agreement (BATNA) (569) In a bargaining
game, this is the payoff a player would get from his other opportunities if
the bargaining in question failed to reach an agreement.

best response (87) The strategy that is optimal for one player, given the strate-
gies actually played by the other players, or the belief of this player about
the other players' strategy choices.

best-response analysis (99) Finding the Nash equilibria of a game by calculat-
ing the best response functions or curves of each player, and solving them
simultaneously for the strategies of all the players.

best-response curve (127) A graph showing the best strategy of one player as a
function of the strategies of the other player(s) over the entire range of those
strategies.

best-response rule (124) A function expressing the strategy that is optimal for
one player, for each of the strategy combinations actually played by the
other players, or the belief of this player about the other players' strategy
choices.
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binary method (501) A class of voting methods in which voters choose be-
tween only two alternatives at a time.

Black's condition (512) Same as the condition of single-peaked preferences.
blocking (608) A coalition of players blocks an allocation if it can, using the

strategies feasible for its members, ensuring a better outcome for all of its
members, regardless of the strategy choices of nonmembers (players out-
side the coalition).

Borda count (502) A positional voting method in which the electorate indi-
cates its order of preference over a slate of alternatives. The winning alter-
native is determined by allocating points based on an alternative's position
on each ballot.

branch (46) Each branch emerging from a node in a game tree represents one
action that can be taken at that node.

brinkmanship (312) A threat that creates a risk but not certainty of a mutually
bad outcome if the other player defies your specified wish as to how he
should act, and then gradually increases this risk until one player gives in or
the bad outcome happens.

cell-by-cell inspection (89) Finding the Nash equilibria of a game by examining
each cell in turn to see if any one player can do better by moving to another
cell along his dimension of choice (row or column). Also called enumeration.

characteristic function (607) A function that shows, for each coalition, the ag-
gregate payoff its members can ensure for themselves, regardless of the
strategy choices of nonmembers.

cheap talk equilibrium (266) In a game where communication among players
(which does not affect their payoffs directly) is followed by their choices of
actual strategies, a cheap-talk equilibrium is one where the strategies are
chosen optimally given the players' interpretation of the communication,
and the communication at the flrst stage is optimally chosen by calculating
the actions that will ensue.

chicken (109) A game where each player has trrvo strategies, say Macho and
Wimp, such that [1] both (Macho, Wimp) and fWimp, Macho) are Nash
equilibria, [2] of the two, each prefers the outcome where he plays Macho
and the other plays Wimp, and [3] the outcome (Macho, Macho) is the worst
for both.

chicken in real time (493) A game of chicken in which the choice to swerve is
not once and for all, but where a decision must be made at any time, and as
time goes on while neither driver has swerved, the risk of a crash increases
gradually.

coalition (607) In a game, a subset of the players that coordinates the strategy
choices of the members of the subset.

coercion (399) In this context, forcing a player to accept a lower payoff in an
asymmetric equilibrium in a collective action game, while other favored
players are enjoying higher payoffs. Also called oppression in this context.

collective action problem (382) A problem of achieving an outcome that is
best for society as a whole, when the interests of some or all individuals will
lead them to a different outcome as the equilibrium of a noncooperative
game.

combination rule (228) A formula for calculating the probability of occur-
rence of {, which requires any one of several disjoint Y, Z etc., each of which
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in turn requires two or more other events to occur. A combination of the ad-
dition and multiplication rules defined in the glossary.

commitment (313) An action taken at a pregame stage, stating what action
you would take unconditionally in the game to follow.

common value (541) An auction is called a common-value auction when the
object up for sale has the same value to all bidders, but each bidder knows
only an imprecise estimate of that value. Also called objective value.

compellehce (314) An attempt to induce the other player(s) to act to change
the status quo in a specified manner.

complementary slackness (256) A property of a mixed strategy equilibrium,
saylng that for each player, against the equilibrium mixture of the other
players, a1l the strategies that are used in this player's mixture yield him
equal payoff, and all the strategies that would yield him lower payoff are not
used.

compound interest (352) lVhen an investment goes on for more than one pe-
riod, compound interest entails calculating interest in any one period on
the whole accumulation up to that point, including not only the principal
initially invested but also the interest earned in all previous periods, which
itself involves compounding over the period previous to that.

conditional probability (227) The probability of a particular event X occur-
ring, given that another event Y has already occurred, is called the condi-
tional probability of X given (or conditioned on) Y.

Condorcet method (501) A voting method in which the winning alterna-
tive must beat each of the other alternatives in a round-robin of pairwise
contests.

Condorcet paradox (505) Even if all individual voter preference orderings are
transitive, there is no guarantee that the social preference ordering gener-
ated by Condorcet's voting method will also be transitive.

Condorcet terms (514) A set of ballots that would generate the Condorcet
paradox and that should together logically produce a tied vote among three
possible alternatives. In a three-candidate election among A, B, and C, the
Condorcet terms are three ballots that show A preferred to B preferred to C;
B preferred to C preferred to A; C preferred to A preferred to B.

Condorcet winner (502) The alternative that wins an election run using the
Condorcet method.

constant-sum game (85) A game in which the sum of all players' payoffs is a
constant, the same for all their strategy combinations. Thus there is a strict
conflict of interests among the players-a higher payoffto one must mean a
Iower payoff to the collectivity of all the other players. If the payoff scales
can be adjusted to make this constant equal to zero, then we have a zero-
sumgame.

contingent strategy (349) In repeated play, a plan of action that depends on
other players' actions in previous plays. (This is implicit in the definition of
a strategy; the adjective "contingent" merely reminds and emphasizes.)

continuation (175) The continuation of a strategy from a (noninitial) node is
the remaining part of the plan of action of that strategy, applicable to the
subgame that starts at this node.

continuous distribution (528) A probability distribution in which the random
variables may take on a continuous range of values.
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continuous strategy (124) A choice over a continuous range of real numbers
available to a player.

contract (336) In this context, a way of achieving credibility for one's strategic
move by entering into a legal obligation to perform the committed, threat-
ened, or promised action in the specified contingency.

convention (395) A mode of behavior that finds automatic acceotance as a
focal point, because it is in each individual's interest to follow ii when oth-
ers are expected to follow it too (so the game is of the Assurance type). Also
called custom.

convergence of expectations (107) A situation where the players in a nonco-
operative game can develop a common understanding of the strategies they
expect will be chosen.

cooperative game (26) A game in which the players decide and implement
their strategy choices jointly, or where joint-action agreements are directly
and collectively enforced.

coordination game (105) A game with multiple Nash equilibria, where the
players are unanimous about the relative merits of the equilibria, and prefer
any equilibrium to any of the nonequilibrium possibilities. Their actions
must somehow be coordinated to achieve the preferred equilibrium as the
outcome.

Copeland index (502) An index measuring an alternative's record in a round-
robin of contests where different numbers of points are allocated for wins,
ties, and losses.

core (608) An allocation that cannot be blocked by any coalition.
credible (175,265) A strategy is credible if its continuation at all nodes, on or

off the equilibrium path, is optimal for the subgame that starts at that node.
custom (395) Same as convention.
decay (577) Shrinkage over time of the total surplus available to be split be-

tween the bargainers, if they fail to reach an agreement for some length of
time during the process of their bargaining.

decision (18) An action situation in a passive environment where a person can
choose without concern for the reactions or responses of others.

decision node (46) A decision node in a decision or game tree represents a
point in a game where an action is taken.

decision tree (46) Representation of a sequential decision problem facing one
person, shor,tm using nodes, branches, terminal nodes, and their associated
payoffs.

demand curve (600) A graph with quantity on the horizontal axis and price on
the vertical axis, showing for each price the quantity that one buyer in a
market (or the aggregate of all buyers depending on the context) will choose
to buy.

descending auction (540) An open outcry auction in which the auctioneer an-
nounces possible prices in descending order. The first person to accept the
announced price makes her bid and wins the auction. Also called Dutch
auction.

deterrence (314) An attempt to induce the other player(s) to act to maintain
the status quo.

diffusion of responsibility (415) A situation where action by one or a few
members of a large group would sufflce to bdng about an outcome that all
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regard as desirable, but each thinks it is someone else,s responsibility to
take this action.

discount factor (352) In a repeated game, the fraction by which the next period,s
payoffs are multiplied to make them comparable with this period,s payoffs.

discrete distribution (525) A probability distribution in 
-trl.tr 

the random

-- -variables 
may take on only a discrete set of values such as integers.

disjoint (224) Events are said to be disjoint if two or more of them cannot
occur simultaneously.

distribution function (6z8) A function that indicates the probability that a
variable takes on a value less than or equal to some number.

dominance solvable (96) A game where iterated elimination of dominated
strategies leaves a unique outcome, or just one strategy for each player.

dominant strategy (92) A strategy X is dominant for a 
"ptuy"r 

if, for each per-
missible strategy conflguration of the other players, x girre, him a higher
payoff than any of his other strategies. (That is, his best rJsponse functiJn is
constant and equal to X.)

dominated strategy (g2) A strategy X is dominated for a player if there is an-
other strategy y such that, for each permissible strategy^conflguration of the

_ other players, Y gives him a higher payoff than X.
doomsdaydevice (332) An automaton tirat will under specified circumstances

generate an outcome which is very bad for all players. used for giving credi_
bility to a severe threat.

Dutch auction (540) Same as a descending auction.
effectiveness condition (+Bg) A lower bound on the probability of fulfillment

in a brinkmanship threat, expressed as a function o1the pronarinty of error,
showing the lower limit of risk that will induce the threatened player to
complywith the wishes of the threatener.

effective rate of return (353) Rate of return corrected for the probability of
noncontinuation of an investment to the next period.

efficient allocation (610) An allocation is called efflcient if there is no other al-
location that is feasible within the rules of the game, and if it yields a higher
payoff to at least one player without giving a lower payoff to any player. 

"
efficient frontier (572) This is the norih-eait boundary of the set of feasible

payoffs of the players, such that in a bargaining gamait is not possible to in-

^^ 
crease the payoff of one person without lowering that of anotlier.

efficient outcome (572) An outcome of a bargainiig game is called efficient if
there is no feasible alternative that would teave onJ Uargainer with a higher
payoff without reducing the payoff of the other.

English auction (540) Same as an ascending auction.
enumeration (89) Same as cell-by-cell inspection.
envy-free allocation (624) An allocation iJcailed envy-free if no player would

wish to have the outcome (tlpically quantities of commoditieJavailable for
consumption) that someone else is getting.

equilibrium (33) A configuration of strategies where each player's strategy is
his best response to the strategies of ail the other players.

equilibrium-path of play (58) The path of play actually followed when players
choose their rollback equilibrium strategieJin a sequential game.

evolutionary game (35) A situation where the strategy of each"player in a pop-
ulation is flxed genetically, and strategies that lreio rrigrrer payoffs inlan-
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dom matches with others from the same population reproduce faster than
those with lower payoffs.

evolutionary stable (426) A population is evolutionary stable if it cannot be
successfully invaded by a new mutant phenotype.

evolutionary stable strategy (42g) A phenotype or strategy which can persist
in a population, in the sense that all the members of a population or species
are of that type; the population is evolutionary stable (static criterion). or,
starting from an arbitrary distribution of phenotypes in the population, the
process of selection will converge to this strategy (dynamic criterion).

expected payoff (29, l86) The probability-weighted average (statistical mean
or expectation) of the payoffs of one player in a game, corresponding to all
possible realizations of a random choice of nature or mixed strategies of the
players.

expected utility (228) The probability-weighted average (statistical mean or
expectation) of the utility of a person, corresponding to all possible realiza-
tions of a random choice of nature or mixed strategies of the players in a game.

expected value (197) The probability-weighted average of the outcomes of a
random variable, that is, its statistical mean or expectation.

extensive form (46) Representation of a game by a game tree.
external effect (404) \.\4ren one person's action alters the payoff of another

person or persons. The effect or spillover is positive if one's action raises
others' payoffs (for example, network effects), and negative if it lowers
others'payoffs (for example, pollution or congestion). Also called externaliw
or spillover

externality (404) Same as external effect.
fair division mechanism (624) A procedure for dividing some total quantity

between two or more people according to some accepted notion of "fair-
ness" such as equality or being enr,y-free.

feasible allocation (607) An allocation that is permissible within the rules of
the game: being within the constraints of resource availability and pro-
duction technology, and perhaps also constraints imposed by incomplete
information.

first-mover advantage (60) This exists in a game if, considering a hlpothetical
choice between moving first and moving second, a player would choose the
former.

first-price auction (540) An auction in which the highest bidder wins and pays
the amount of her bid.

fitness (426) The expected payoff of a phenotlpe in its games against ran-
domly chosen opponents from the population.

focal point (106) A conflguration of strategies for the players in a game, which
emerges as the outcome because of the convergence of the players' expecta-
tions on it.

free rider (384) A player in a collective action game who intends to benefit
from the positive externality generated by others' efforts without contribut-
ing any elfort of his ourn.

game (18) An action situation where there are tvvo or more mutually aware
players, and the outcome for each depends on the actions of all.

game matrix (84) A spreadsheetlike table whose dimension equals the number
of players in the game; the strategies available to each player are arrayed
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along one of the dimensions (roq column, page,... ); and each cell shows
the payoffs of all the players in a specified order, corresponding to the con-
flguration of strategies which yield that cell. Also called game table or payoff

table.
game table (84) Same as game matrix.
game tree (46) Representation of a game in the form of nodes, branches, and

terminal nodes and their associated payoffs.
genotype (426) A gene or a complex of genes, which give rise to a phenotype

and which can breed true from one generation to another. (In social or eco-
nomic games, the process of breeding can be interpreted in the more gen-
eral sense of teaching or learning.)

Gibbard-Satterthwaite theorem (523) With three or more alternatives to con-
sider, the only voting method that prevents strategic voting is dictatorship;
one person is identified as the dictator and her preferences determine the
outcome.

gradual escalation of the risk of mutual harm (493) A situation where the
probability of having to carry out the threatened action in a probabilistic
threat increases ovel time, the longer the opponent refuses to comply with
what the threat is trying to achieve.

grand coalition (607) The set of all players in the game' acting as a coalition.
grim strategy (349) A strategy of noncooperation forever in the future, if the

opponent is found to have cheated even once. Used as a threat of punish-
ment in an attempt to sustain cooperation'

hawk-dove game (447) An evolutionary game where members of the same
species or population can breed to follow one of two strategies, Hawk and
Dove, and depending on the payoffs, the game between a pair of randomly
chosen members can be either a prisoners' dilemma or chicken.

histogram (525) A bar chart; data is illustrated by way of bars of a given height
(or length).

impatience (577) Preference for receiving payoffs earlier rather than later.

Quantitatively measured by the discount factor.
imperfect information (23) A game is said to have perfect information if each

player, at each point where it is his turn to act, knows the full history of the
game up to that point, inctuding the results of any random actions taken by
nature or previous actions of other players in the game, including pure ac-
tions as well as the actual outcomes of any mixed strategies they may play.

Otherwise, the game is said to have imperfect information.
impossibility theorem (511) A theorem that indicates that no preference ag-

gregation method can satis$/ the six critical principles identified by Kenneth
Arrow.

incentive-compatibility constraint (273) in the case of moral hazard, this is
the requirement on your incentive scheme that other players' optimal re-
sponse is the action you want them to take, even though you cannot ob-
serve that action directly. In the case of adverse selection, this is the
constraint on your screening device that it should appeal only to the types
you want to select and not to others, even though you cannot observe the
type directly.

incentive-compatible market mechanism (617) Same as nonmanipulable
market mechanism.
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incentive scheme (266) This is a schedule of payrnents offered by a "principal"
to an "agent," as a function of an observable outcome, that induces the
agent in his or,nm interests to choose the underlying unobservable action at a
level the principal finds optimal (recognizing the cost of the incentive
scheme).

incomplete information (23) A game is said to have incomplete information if
rules about what actions are permitted and the order of moves if any, pay-
offs as functions of the players' strategies, outcomes of random choices by
"nature" and of previous actions by the actual players in the game are not
common knowledge among the players. This is essentially a more formal
term for asymmetric information.

independent events (226) Events Y and Z are independent if the actual occur-
rence of one does not change the probability of the other occurring. That is,
the conditional probability of Y occurring given that Z has occurred is the
same as the ordinary or unconditional probability of Y.

infinite horizon (351) A repeated decision or game situation that has no defi-
nite end at a flxed finite time.

information set (172) A set of nodes among which a player is unable to distin-
guish when taking an action. Thus his strategies are restricted by the condi-
tion that he should choose the same action at all points of an information
set. For this, it is essential that all the nodes in an information set have the
same player designated to act, with the same number and similarly labeled
branches emanating from each of these nodes.

initial node (46) The starting point of a sequential-move game. (Also called
the root of the tree.)

instant runoff (504) Same as single transferable vote.
intermediate (65) valuation function A rule assigning payoffs to nonterminal

nodes in a game. In many complex games, this must be based on knowledge
or experience of playing similar games, instead of explicit rollback analysis.

internalize the externality (410) To offer an individual a reward for the exter-
nal benefits he conveys on the rest of society, or to inflict a penalty for the
external costs he imposes on the rest, so as to bring his private incentives in
line with social optimality.

intransitive ordering (506) A preference ordering that cycles and is not tran-
sitive. For example, a preference ordering over three alternatives A, B, and C
is intransitive if A is preferred to B and B is preferred to C but it it not true
that A is preferred to C.

invasion by a mutant (426) The appearance of a small proportion of mutants
in the population.

irreversible action (312) An action that cannot be undone by a later action.
Together with observability, this is an important condition for a game to be
sequential-move.

iterated elimination of dominated strategies (96) Considering the players in
turns and repeating the process in rotation, eliminating all strategies that
are dominated for one at a time, and continuing doing so until no such fur-
ther elimination is possible.

leadership (360) In a prisoners' dilemma with asymmetric players, this is a sit-
uation where a large player chooses to cooperate even though he knows
that the smaller plavers will cheat.
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locked in (413) A situation where the players persist in a Nash equilibrium
that is worse for everyone than another Nash equilibrium.

maiority rule (501) A voting method in which the winning alternative is the
one that garners a majority (more than 50%) of the votes.

majority runoff (503) A two-stage voting method in which a second round of
voting ensues if no alternative receives a majority in the first round. The top
two vote-getters are paired in the second round of voting to determine a
winner.

marginal private gain (aOa) The change in an individual's ornm payoff as a re-
sult of a small change in a continuous strategyvariable that is at his disposal.

marginal social gain (404) The change in the aggregate social payoff as a re-
sult of a small change in a continuous strategy variable chosen by one
player.

market equilibrium (601) An outcome in a market where the price is such
that the aggregate quantity demanded equals the aggregate quantity sup-
plied. Graphically, this is represented by a point where the demand and
supply curves intersect.

maximin (100) In a zero-sum game, for the player whose strategies are ar-
rayed along the rows, this is the maximum over the rows of the minimum of
his payoffs across the columns in each row.

median voter (524) The voter in the middle-at the 50th percentile-of a distri-
bution.

median voter theorern (524) If the political spectrum is one-dimensional and
every voter has single-peaked preferences, then [1] the policy most pre-
ferred by the median voter will be the Condorcet winner, and [2] power-
seeking politicians in a two-candidate election will choose platforms that
converge to the position most preferred by the median voter. (This is also
known as the principle of minimum differentiation.)

minimax (100) In a zero-sum game, for the player whose strategies are ar-
rayed along the columns, this is the minimum over the columns of the max-
imum of the other player's payoffs across the rows in each column.

minimax method (99) Searching for a Nash equilibrium in a zero-sum game
by flnding the maximin and the minimax and seeing if they are equal and
attained for the same row-column pair.

mixed method (503) A multistage voting method that uses plurative and bi-
naryvotes in different rounds.

mixed strategy (84) A mixed strategy for a player consists of a random choice,
to be made with specified probabilities, from his originally specified pure
strategies.

modified addition rule (225) If the occurrence of Xrequires the occurrence of
one or both of Y and Z, then the probability of Xis the sum of the separate
probabilities of Y and Z mints the probability that both Y and Z ocan.

modified multiplicationrule (227) If the occurrence of Xrequires the occur-
rence of both Yand Z, then the probability of X equals the product of two
things: [1] the probability that Yalone occurs, and [2] the probabiliLy that Z
occurs given that Yhas already occurred, or the conditional probability of Z,
conditioned on Yhaving already occurred.

monomorphism (429) All members of a given species or population exhibit
the same behavior pattern.
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monopolypower (616) A large seller's ability to raise ,n" Orr:tloy5,S"]":i,'g?:
quantity offered for sale.

monopsony power (617) A large buyer',s ability to lower the price by reducing
the quantity purchased.

moral hazard, (280) A situation of information asymmetry where one player's
actions are not directly observable to others.

move (48) An action at one node of a game tree.
multiplication rule (226) If the occurrence of Xrequires the simultaneous oc-

currence of allthe several independent y, z, .. . , then the probability of Xis
the product of the separate probabilities of y, Z, . . .

multistage procedure (501) A voting procedure in which there are multiple
rounds of voting. Also called rounds.

mutation (426) Emergence of anewgenotJ,?e.
Nash cooperative solution (570) This outcome splits the bargainers, surpluses

in proportion to their bargaining powers.
Nash equilibrium (87) A configuration of strategies (one for each player) such

that each player's strategy is best for him, given those of the othei plavers.
(Can be in pure or mixed strategies.)

negatively correlated (304) Two random variables are said to be negatively
correlated if, as a matter of probabilistic average, when one is above its ex-
pected value, the other is below its expected value.

never a best response (145) A strategy is never a best response for a player if,
for each list of strategies that the other players choose (or for 

"aih 
ilst of

strategies that this player believes the others are choosing), some other
strategy is this player's best response. (The other strategy can be different
for different lists of strategies of the other players.)

node (46) This is a point from which branches emerge, or where a branch ter-
minates, in a decision or game tree.

noncooperative game (26) A game where each player chooses and imple-
ments his action individually, without any joint-action agreements direitly
enforced by other players.

nonexcludable benefits (383) Benefits that are available to each individual,
regardless of whether he has paid the costs that are necessary to secure the
benefits.

nonmanipulable market mechanism (617) A market mechanism is called
nonmanipulable if no buyer has monopsony power and no seller has mo-
nopoly power, so no player can change the outcome by misrepresenting his
true preferences in his buying or selling decision. Also called inceniive-
compatible market mechanism.

nonrival benefits (383) Benefits whose enjoyrnent by one person does not de-
tract anything from another person's enjoyrnent of the same benefits.

norm (397) A pattern of behavior that is established in society by a process of
education or culture, to the point that a person who behaves differently ex-
periences a negative psychic payoff.

normal distribution (529) A commonly used statistical distribution for which
the distribution function looks like a bell-shaped curve.

normal form (84) Representation of a game in a game matrix, showing the
strategies (which may be numerous and complicated if the game has several
moves) available to each player along a separate dimension (row, column,
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etc.) of the matrix and the outcomes and payoffs in the multidimensional
cells. Also called strategic form.

objectivevalue (541) Same as commonvalue.
observable action (312) An action that other players know you have taken be-

fore they make their responding actions. Together with irreversibility, this is
an important condition for a game to be sequential-move.

off-equilibrium path (174) A path of play that does not result from the play-
ers' choices of strategies in a subgame perfect equilibrium.

off-equilibrium subgame (174) A subgame starting at a node that does not lie
on the equilibrium path of play.

open outcry (539) An auction mechanism in which bids are made openly for
all to hear or see.

opponent's indifference property (194) An equilibrium mixed strategy of one
player in a tlvo-person game has to be such that the other player is indiffer-
ent among all the pure strategies that are actually used in his mixture.

oppression (399) In this context, same as coercion.
option (307) A right, but not an obligation, to take an action such as buyng

something, after some information pertinent to the action has been revealed.
pairwise voting (501) A voting method in which only two alternatives are con-

sidered at the same time.
partially revealing equilitrrium (281) A perfect Bayesian equilibrium in a

game of incomplete information, where the actions in the equilibrium con-
vey some additional information about the players' t)?es, but some ambi-
guity about these types remains. Also called semi-separating equilibrium.

participation condition (constraint) (278) A constraint on an incentive
scheme or a screening device that it should give the more-informed player
an expected payoff at least as high as he can get outside this relationship.

path of play (58) A route through the game tree (linking a succession of nodes
and branches) that results from a configuration of strategies for the players
that are within the rules of the game. (See also equilibrium path of play.)

payoff (28) The objective, usually numerical, that a player in a game aims to
maximize.

payoff table (B+) Same as game matrix.
penalty (356) We reserve this term for one-time costs (such as fines) intro-

duced into a game to induce the players to take actions that are in their
joint interests.

perfect Bayesian equilibrium (PBB) (284) An equilibrium where each player's
strategy is optimal at all nodes given his beliefs, and beliefs at each node are
updated using Bayes' rule in the light of the information available at that
point including other players' past actions.

phenotype (426) A specific behavior or strategy, determined by one or more
genes. (In social or economic games, this can be interpreted more generally
as a customary strategy or a rule of thumb.)

playrng the field (427) A many-player evolutionary game where all animals in
the group are playing simultaneously, instead of being matched in pairs for
two-player games.

pluralistic ignorance (415) A situation of collective action where no individual
knows for sure what action is needed, so everyone takes the cue from other
people's actions or inaction, possibly resulting in persistence of wrong
choices.
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plurality rule (502) 
- 
A voting method in which two or more alternatives areconsidered simultaneously and the winning alternative is the one that gaFners the largest number of votes; the winrier needs only gain more votesthan each of the other alternatives and does not need 50% of the vote aswould be true in majorityrule.

plurative method (502) Any voting method that alrows voters to consider aslate of three or more alternativei simultaneously.
polymorphism (429) An evolutionary stable equiiibrium in which differentbehavior forms_or_phenot),?es are exhibitea ty suusets of members of anotherwise identical population.
pooling of ffies (224) An outcome of a signaling or screening game in whichdifferent types fo'ow the same strategy and glt the same payorl's, so typescannot be distinguished by observing actions.
pooling risk (304) combining two or more random outcomes that are lessthan perfectly positively coirelated, so as to reduce the total risk to whichone is exposed.
positional method (502) A voting method that determines the identity of thewinning alternative using information on the position of alternatives on avoter's ballot ro assign points used when tallying ballots.
positive feedback (411) \.44ren one person,, u.iioi increases the payoff of an_other person or persons taking the same action, thus increasing their incen_tive to take that action too.
positively correlated (305) Two random variables are said to be positivery cor-related if, as a matter of probabilistic average, when one is above its ex_pected value, the other is arso above its expected value, and vice versa.power index (620) A measure of an individuil's ability to'matce a difference tothe payoffs of coalitions which he could joirr, u.r"rug"d-;r.., these coalitions.present value (35r) The totar payoff over time, calcurated ny summing thepayoffs at different periods each multipried bythe appropriate discount fac_tor to make them ail comparable with ihe initial perioa,s payotts.
prevent exploitation (244) A method of finding mixed ,t.lt"gy equilibria inzero-sum games. Aplayer's mixture probabilities are found 6y 

"q"uti"g 
rri,o\erl expected payoffs from the mixture against all the pure strategies used inthe opponent's mixture. This method is not valid for ri.r-r"ro-.rm games.primary criterion (457) comparison of the fitness of a mutant with that of amember of the dominant population, when each plays ugui"r, a member ofthe dominant population.

principle of minimum differentiation (527) Same as part l2l of the medianvoter theorem.
prisoners'dilemma (90) A game where each prayer has two strategies, sa'co-operate and Defect, such that Ir] for each player, Defect dominites cooper_ate, and [2] the outcome (Defect, Defect) is worse for both than the outcome(Cooperate, Cooperate).
private value (541) A bidder's individual valuation of an object available atauction. Also called subjective value.
probabilistic threat (4g7) A strategic move in the nature of a threat, but rviththe added qualiflcation that if ihe event triggering the threar (the oppo_nent's action in the case of deterrence, or iniction"in the case of compel_lence) comes about, a chance mechanism is set in motron, and if itsoutcome so dictates, the threatened action is carried out. The nature of this
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mechanism and the probabilitywith which it will call for the threatened ac-
tion must both constitute prior commitments.

probability (223) The probability of a random event is a quantitative measure
of the likelihood of its occurrence. For events that can be observed in re-
peated trials, it is the long-run frequency with which it occurs. For unique
events or other situations where uncertainty may be in the mind of a per-
son, other measures are constructed, such as subjective probability.

promise (314) An action by one player, sayA, in a pre-game stage, establishing
a response rule that, if the other player B chooses an action specified by A,
then A will respond with a specifled action that is costly to A and rewards B
(gives him a higher payoffl. (For this to be feasible, A must have the ability
to move second in the actual game.)

proportional representation (504) This voting system requires that the num-
ber of seats in a legislature be allocated in proportion to each party's share
of the popular vote.

proxy-bidding (558) A process by which a bidder submits her maximum bid
(reservation price) for an item up for auction and a third party takes over
bidding for her; the third party bids only the minimum increment above
any existing bids and bids no higher than the bidder's specified maximum.

prune (52) To use rollback analysis to identiff and eliminate from a game tree
those branches that will not be chosen when the game is rationally played.

punishment (349) We reserve this term for costs that can be inflicted on a
player in the context of a repeated relationship (often involving termination
of the relationship) to induce him to take actions that are in the joint inter-
ests of all players.

pure coordination game (105) A coordination game where the payoffs of each
player are the same in all the Nash equilibria. Thus all players are indifferent
among all the Nash equilibria, and coordination is needed only to ensure
avoidance of a non-equilibrium outcome.

pure public good (383) A good or facility that benefits all members of a group,
when these benefits cannot be excluded from a member who has not con-
tributed efforts or money to the provision of the good, and the enjoyment of
the benefits by one person does not signiflcantly detract from their simulta-
neous enjoyment by others.

pure strategy (84) A rule or plan of action for a player that specifies without
any ambiguity or randomness the action to take in each contingency or at
each node where it is that player's turn to act.

rational behavior (30) Perfectly calculating pursuit of a complete and inter-
nally consistent objective (payoffl function.

rational irrationality (335) Adopting a strategy that is not optimal after the
fact, but serves a rational strategic purpose of lending credibility to a threat
or a promise.

rationalizability (145) A solution concept for a game. A list of strategies, one
for each player, is a rationalizable outcome of the game if each strategy in
the list is rationalizable for the player choosing it.

rationalizable (145) A strategy is called rationalizable for a player if it is his op-
timal choice given some belief about what (pure or mixed strategy) the
other player(s) would choose, provided this belief is formed recognizing
that the other players are making similar calculations and forming beliefs in
the same way. (This concept is more general than that of the Nash equilib-
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rium and yields outcomes that can be justified on the basis only of the play-
ers' common knowledge of rationality.)

refinement (143) A restriction that narrows dor,rm possible outcomes when
multiple Nash equilibria exist.

repeated play (3a7) A situation where a one-time game is played repeatedly
in successive periods. Thus the complete game is mixed, with a sequence
of simultaneous-move games.

reputation (333) Relying on the effect on payoffs in future or related games to
make threats or promises credible, when theywould not have been credible
in a one-off or isolated game.

reservation price (558) The maximum amount that a bidder is willing to pay
for an item.

reserve price (550) The minimum price set by the seller of an item up for auc-
tion; if no bids exceed the reserve, the item is not sold.

response rule (314) A rule that specifles how you will act in response to vari-
ous actions of other players.

revenue equivalence (551) In the equilibrium of a private value auction where
all bidders are risk-neutral and have independent valuations, all auction
forms will yield the seller the same expected revenue.

reversal paradox (508) This paradox arises in an election with at least four al-
ternatives when one of these is removed from consideration after votes
have been submitted and the removal changes the identity of the winning
alternative.

reversal terms (514) A set of ballots that would generate the reversal paradox
and that should together logically produce a tied vote between a pair of alter-
natives. In a three-candidate election among A, B, and C, the reversal terms
are two ballots that show a reversal in the location of a pair of alternatives.
For example, one ballot with A preferred to B preferred to C and another with
B preferred to A preferred to C should produce a tie between A and B.

risk-averse (229) A decision-maker (or a player in a game) is called risk-averse
if he prefers to replace a lottery of monetary amounts by the expected mon-
etary value of the same lottery, but now received with certainty.

risk-neutral (229) A decision-maker (or a player in a game) is called risk-neutral
if he is indifferent between a lottery of monetary amounts and the expected
monetary value of the same lottery, but now received with certainty.

robustness (5 13) A measure of the number of sets of voter preference order-
ings that are nondictatorial, satisff independence of irrelevant alternatives
and the Pareto property, and also produce a transitive social ranking.

rollback (54) Analyzing the choices that rational players will make at all nodes of a
garne, starting at the terminal nodes and working backward to the initial node.

rollback equilibrium (54) The strategies (complete plans of action) for each
player that remain after rollback analysis has been used to prune all the
branches that can be pruned.

root (46) Same as initial node.
rounds (504) A voting situation in which votes take place in several stages.

Also called multistage.
saddle point (256) In this context, an equilibrium of a two-person zero-sum

game where the payoff of one player is simultaneously maximized with
respect to his own strategy choice and minimized with respect to the
strategy choice of the other player.
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salami tactics (326) A method of defusing threats by taking a succession of ac-
tions, each sufficiently small to make it non-optimal for the other player to
carry out his threat.

sanction (397) Punishment approved by society and inflicted by others on a
member who violates an accepted pattern of behavior.

screening (24, 266) Strategy of a less-informed player to elicit information
credibly from a more-informed player.

screening devices (24,266) Methods used for screening.
sealed bid (540) An auction mechanism in which bids are submitted privately

in advance of a specified deadline, often in sealed envelopes.
secondary criterion (457) Comparison of the fltness of a mutant with that of a

member of the dominant population, when each plays against a mutant.
second-mover advantage (59) A game has this if, considering a hlpothetical

choice between moving first and moving second, a player would choose the
latter.

second-price auction (540) An auction in which the highest bidder wins the
auction but pays a price equal to the value of the second-highest bid; also
called a Vickrey auction.

security level (607) The security level of a coalition is the total payoff or sur-
plus its members can ensure for themselves, no matter what strategies other
players who are not members of the coalition may choose.

selection (426) The dlmamic process by which the proportion of fitter pheno-
tlpes in a population increases from one generation to the next.

self-selection (273) \iVhere different t],pes respond differently to a screening
device, thereby revealing their type through their own action.

semiseparating equilibrium (2Bl) Same as partially revealing equilibrium.
separation of types (273) An outcome of a signaling or screening game in

which different types follow different strategies and get the different pay-
offs, so types can be identified by observing actions.

sequential moves (20) The moves in a game are sequential if the rules of the
game specify a strict order such that at each action node only one player
takes an action, with knowledge of the actions taken (by others or himself)
at previous nodes.

shading (545) A strategy in which bidders bid slightly below their true valua-
tion ofan object.

Shapley value (619) A solution concept for a cooperative game, where all
coalitions to which an individual may belong are regarded equally likely,
and each individual is awarded the average of his contributions to raising
the aggregate payoffs of all these coalitions.

shilling (556) A practice used by sellers at auction by which they plant false
bids for an object they are selling.

signaling (24, 265) Strategy of a more-informed player to convey his "good"
information credibly to a less-informed player.

signal jamming (266) A situation in a signaling game where an informed
player of a "bad" type mimics the strategy of a "good" type, thereby pre-
venting separation or achieving pooling. This term is used particularly if the
action in question is a mixed strategy.

signals (24) Devices used for signaling.
simultaneous moves (20) The moves in a game are simultaneous if each

player must take his action without knowledge of the choices of others.
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sincere voting (508) Voting at each point for the alternative that you like best
among the ones available at that point, regardless of the eventual outcome.

single-peaked preferences (512) A preference ordering in which alternatives
under consideration can be ordered along some specific dimension and
each voter has a single ideal or most-preferred alternative with alternatives
farther away from the most-preferred point providing steadily lower payoffs.

single transferable vote (504) A voting method in which each voter indicates
her preference ordering over all candidates on a single initial ballot. If no al-
ternative receives a majority of all first-place votes, the bottom-ranked al-
ternative is eliminated and all flrst-place votes for that candidate are
"transferred" to the candidate listed second on those ballots; this process
continues until a majoritywinner emerges. Also called instant runoff.

social ranking (505) The preference ordering of a group of voters that arises
from aggregating the preferences of each member of the group.

spillover effect (404) Same as external effect.
spoiler (515) Refers to a third candidate who enters a two-candidate race and

reduces the chances that the leading candidate actually wins the election.
strategic form (84) Same as normal form.
strategic game (18) See game.
strategic misrepresentation of preferences (505) Refers to strategic behavior

of voters when they use rollback to determine that they can achieve a better
outcome for themselves by not voting strictly according to their preference
orderings.

strategic moves (311) Actions taken at a pregame stage that change the strate-
gies or the payoffs of the subsequent game (thereby changing its outcome in
favor of the player[s] making these moves).

strategic voting (505) voting in conformity with your optimal rational strategy
found by doing rollback analysis on the game tree of the voting procedure.

strategy (27) A complete plan of action for a player in a game, specifuing the
action he would take at all nodes where it is his turn to act according to the
rules of the game (whether these nodes are on or off the equilibrium path of
play). If two or more nodes are grouped into one information set, then the
specified action must be the same at all these nodes.

subgame (160) A game comprising a portion or remnant of a larger game,
starting at a noninitial node of the larger game.

subgame-perfect equilibrium (175) A conflguration of strategies (complete
plans of action) such that their continuation in any subgame remains opti-
mal (part of a rollback equilibrium), whether that subgame is on- or off-
equilibrium. This ensures credibility of all the strategies.

subjective uncertainty (234) A situation where one person is unsure in his
mind about which of a set of events will occur, even though there may not
be any chance mechanism such as a coin toss with objectively calculable
probabilities that governs the outcome.

subjective value (541) Same as private value.
successive elimination of dominated strategies (96) Same as iterated elimi-

nation of dominated strategies.
supply curve (600) A graph with quantity on the horizontal axis and price on

the vertical axis, showing for each price the quantity that one seller in a
market (or the aggregate of all sellers, depending on the context) will choose
to buv.
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surplus (569) A player's surplus in a bargaining game is the excess of his pay-
off over his BATNA.

terminal node (aB) This represents an end point in a game tree, where the rules
of the game allow no further moves, and payoffs for each player are realized.

threat (314) An action by one player, sayA, in a pre-game stage, establishing a
response rule that, if the other player B chooses an action specified by A,
then A will respond with a specified action that is damaging to B (gives him a
lower payoffl, and also costly to A to carry out after the fact. (For this to be
possible, A must have the ability to be the second mover in the actual game.)

Tit-for-tat (349) In a repeated prisoners' dilemma, this is the strategy of [1] co-
operating on the flrst play and l2l thereafter doing each period what the
other player did the previous period.

trading risk (305) Inducing someone else to bear some of the risk to which
one is exposed, in return for a suitable monetary or other compensation.

transitive ordering (506) A preference ordering for which it is true that if op-
tion A is preferred to B and B is preferred to C, then A is also preferred to C.

trigger strategy (349) In a repeated game, this strategy cooperates until and
unless a rival chooses to defect, and then switches to noncooperation for a
specified period.

ultimatum game (580) A form of bargaining where one player makes an offer
of a particular split of the total available surplus, and the other has only the
all-or-nothing choice of accepting the offer or letting the game end without
agreement, when both getzero surplus.

uniform distribution (529) A common statistical distribution in which the
distribution function is horizontal; data is distributed uniformly at each lo-
cation along the range of possible values.

utility function (230) In this context, a nonlinear scaling of monetary win-
nings or losses, such that its expected value (the expected utili$ accurately
captures a person's attitudes toward risk.

variable-threat bargaining (575) A two-stage game where at the flrst stage
you can take an action that will alter the BATNAs of both bargainers (within

certain limits), and at the second stage bargaining results in the Nash solu-
tion on the basis of these BATNAS.

Vickrey auction (540) Same as sealed bid auction.
Vickrey's truth serum (546) Our name for the result that, in a second-price

sealed bid auction, it is every bidder's dominant strategy to bid her true
valuation.

winner's curse (541) A situation in a common value auction, where although
each person may make an unbiased estimate of the value, only the one with
the highest estimate will bid high and win the object, and is therefore likely
to have made an upward-biased (too high) estimate. A rational calculation
of your bidding strategy will take this into account and lower your bid ap-
propriately to counter this effect.

Yankee auction (559) An auction in which multiple units of a particular item
are available for sale; bidders can bid on one or more units at the same time.

zero-sum game (85) A game where the sum of the payoffs of all players equals
zero for every configuration of their strategy choices. (This is a special case of a
constant-sum game, but in practice no different because adding a constant to
all the payoff numbers of any one player makes no difference to his choices.)
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assurance game, I07, 630
arms race as, l09n
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as collective-action game, 383, 386-87, 39I,

395-96
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bidding strategy for, 5 44-45
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open outcry t)?e of, 539, 639

Dutch (descending), 540, 633 (see also
Dutch auction)

English (ascending), 540, 630 (see also
English auction)
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all-pay, 541, 547-49, 629
first price, 540, 635 (see also first-pdce

auction)
second price, 540, 643 (see a/.so second-

price auction)
seiling at, 550
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494-95, 631
in Cuban missile crisis, 471,-72,4B2,4BB 95

(see also Cuban missile crisis)
guidelines for, 495
information manipulation as, 589-90
as raising risk of disaster, 339
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diflusion of responsibility in, 414-1 B
dilemmas of, 104
in history of ideas, 393-94
particular problems of, 400-403
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collusion, in bidding, 555-56
collusion to raise prices, l28
combination r:u]e, 227 -29, 288, 301, 632
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45, 155, 156
and configurations of multistage games,

160-62
footbal l  as,20, 161-62
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usefulness of, 329
see a/so strategic moves
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commuting problem, 404 5, 406, 407-10
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and deadline, 48l
vs. deterrence, 330-31
salami tactics against, 339
threat as, 324
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and bargaining, 604
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Condorcet method, 501-2, 632
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equilibrium, 113
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see a/so zero-sum games
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contingency, in making move,48-49
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continuous distribution, 528, 632
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Cramton, Peter, 561
credibility, 26s, 633

in brinkmanship, 488
in Cuban missile crisis, 480
and equilibrium path, 175
in historical discussions, I36
of rewards (prisoners' dilemma), 359
of strategic moves, 3 I 1-12, 3 15-17
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354-55, 362, 363
oetecrlon or, J55-5tt
restaurant game, 350-52
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see alsoDutch auction
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differentiation, minimum (candidates), 527
diffusion of responsibilify, 415-18, 633
Dillon, Douglas, 47 4, 479
dinner game, 312, 3L4-15
direct communication of information, 266-71
discount factor , 352, 379, 634

as impatience measure, 636
see alsopresent value; time value of money

Discourse on Inequali4t (Rortsseau), 393
discrete distdbution, 525, 634
discrete-strategy games, 84-86, 123
disjoint subsers, 224, 634
distribution (of goods or payoffs)

fair division mechanism fo r, 624-25, 635
inequaiities oi 390, 39I, 399
marginai productivity theory of, 620
and market trading, 606

distribution function (statistical), 528, 634
normal distribution of, 639, 646

disturbances, 49
dividing game into small steps, 335
divisions of payoffs, see distribution
Dobrlmin, Anarcly,479
dominance

and commitmenL320-2I
and Congress-Federal Reserve game, 168, I70
by mixed strat egy, 20 4-7
in simultaneous-move games, 90-98,

r20-22
strict, 97, 121
and threat, 324
weak,97,l2l

dominance solvable game, 96, 99, 634
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dominant strategy(ies), 92, 634
and best-response analysis, g9
for both players, 92-93
and Congress-Federal Reserve game, 168, I70
and "never a best response," 146-47
for one player, 93-95
in three-person game, 103

dominated strategy(ies), 92, 634
and "never a best response," 146-47
successive (iterated) elimination ol 95-98,

r7B-79,637
doomsday devi ce, 332, 634
doubts, and Nash equilibrium, 141
Dr. Strangeloue (movie), 332,484n
Dugatkin, Lee, 459,460
duopoly,597
Dutch (descending) auction, 540, 633, 634

bidding strategy in, 545
and correlated bidder beliefs, 553
in Filene's Basement, 538
and first-price sealed-bid auctions, 541
at online auction sites, 559
and revenue equivalence, 55I
and risk-averse bidders, 552
and small number olnegatively-correlated

DlClders, 554
Duverger's law, 516
dy'namic process, 34-35

eBay, 557, 559, 560
E. coli bacteria, in evolutionary game, 455-56,

456n
e-commerce, 557-60
economics

and competitive choice of quantity produced,
147-50

and deterrence garne, 281-82
game-theoretic appllcations in, 135-36
game-theoretic thinking in, 4, 425
and information,263 64

and 2001 Nobel Prize, 264n
and negative spillovers, 410
and positive feedback, 413-14
and strategic games, 19

economy,596
see a/so market

education
screening or signaling function of' 274,276
strategy embedded through, 428

effectiveness condition, 489, 490, 492, 634
effective rate ofreturn, 353, 355, 634
efficiency, of market mechanism, 615
effi cient ailocation, 634

core as, 609-10
efflcient frontier, of bargainin g problem, 572,

634
efflcient mechanisms, Internet auctions as, 558
efflcient outcome, in bargaining, 572,634
Eisenhower, Dwight, 482
electromagner ic broadcast i  ng spectrum.

auctioning ol 538-39
collusive bidding in, 556

Employment, Interest and Money (Keynes), 414
employrnent s creening, 27 2-7 6
end point of game,47

enfbrceability of games, 25-27
English (ascending) auction, 540, 630

bidding strategy in, 544
and correlated bidder beliefs, 553
on Internet, 558
and revenue equivaience, 551
and risk aversion, 552
and second-price sealed-bid auctions, 541
snirlng 1n, 55b-5 /

enumeration, of cells,89, 634
enry- fiee division or allocation, 62 4, 625, 63 4
equality, and focal point, 143
equilibrium(a), 33-34

babbling,268, 630
and best-response analysis, 99
cheap talk, 266, 269n, 631
vs. cooperatrve outcome, 572
of evolutionary game, 430
fuily mixed, 242
hybrid, 194
locking into, 413, 637
market, 601, 604, 605, 613, 614, 617 18, 638
mlred-strategy, 233, 243-50, 441 (see also

mLred- strategy equilibrium; simultaneous-
move games with mixed strategies)

multiple, 97-98, 105 Il,142-44 (see also
multiple equilibria)

multiple mixed- strategy, 243
partially mlxed, 242
polymorphic evolutionary, 441., 445n
pooling, 285-87 , 291.
in prisoners' dilemma, 92-93
rollback, 54, 58, 267 , 577-79,586, 643
semiseparating (partially revealing), 281,

287-89,29r, 644
separating, 284-85, 29I
in signaling games, 280 92
and specification of strategies, 49
subgame-perfect (SPE), 17 5-7 6, 645

in Cuban missile crisis, 480
s)4nmetric truthful-voting, 522
unstable, 435
see also Nash equilibrium

equilibrium path of play, 17 4, 175, 634
equrty

and core, 610
and efficiency, 610
and market, 606
see a/so fairness; inequality, in distribution of

goods or payoffs
equity stake

in incentive arrangement, 278
and venture capitalists, 293

escalation, gradual, of the risk of mutual harm,
493, 636

escape routes, leaving open, 338
ESS, see evolutionary stable strategy
Essence of Decision (Nlison), 482
European Monetary Union, 333
European Union, and "race to the bottom," 367
Evert,  Chris, 6-7, 1i1-13, 166, 167, l7I-72,185,

186, 1BB-94, 195-206, 244, 245*46, 268-69
see alsotennis

evolutionary biology, 426-28
and prisoners' dilemma game, 368-69
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evolutionary games, 428-30, 634
of assurance npe, 441-44
and battle ofthe sexes, 444-47
and borverbirds' dilemma, 369
of chicken trpe, 439-41
and er-olution of cooperation or altruism,

+5942
general theory on, 456-58
harrk- dove game, 447 -52, 636
of prisoners' dilemma type, 430-37

in hawk-dove game,448
and rational-player models, 437 -39, 440-4I
in tournament, 364

with three or more phenotypes, 452-56
with whole population, 458
see also repeated play of games

evolutionary game theory, 35, 39, 264
evolutionary stable popuiation or state, 35,

426-27,635
primary criterion for, 433, 457,641
secondary criterion for, 433, 457 , 644

evolutionary stable strategy (ESS), 429, 635
in chicken game, 439-40
and hawk-dove game, 449
as Nash equilibrium, 438, 441, 457-58
in prisoners' dilemma, 43I-32, 433, 434, 435
with three phenotypes, 452-53

examples, 15-16
and computer solutions, 34
and reality, 16

Executive Committee of the National Security
Council (ExComm), 47 4-7 6, 47 7, 47 8-7 9,
482,483

exhaustive search method ,253-55
expectations

convergence oi i0, 106, 107, 633 (see also
focal point)

and equilibrium path of play, I74
in rollback analysis, 5B

expected payoff,29, 48, 186, 186n, 228-30, 635
and mixed-strategy intuitions, 248

expected utilities, 228, 635
expected utility approach, 29, 222, 231
expected value, 228, 635
experlment

on decaying-totals model of bargaining, 579-82
and game theory, 35-36

rri--^+i^-^1" .^ l^ , ,  : ' .  t1
l r ldLrul ld Pldy r1r!  /  r

and roilback, 69-72
on market mechanisms, 617-lB
and mi-red strategies, 212,250
on Nash equilibrium, I32-34
on prisoners' dilemma, 346
on revenue-equivalent theorem, 55 1
on winner's curse in auctions, 543

explanation, game theory in, 36, 37
exploration, in Cuban missile crisis, 49I,492
expofi subsidies, dilemma ol 366
exlensive tbrm of game, 46, 155, 635

simultaneous-move tennis game in, 17I-72
coe nlcn oemF trPc<

exlernal effect, see spillovers
erlernalities, see spillovers
eye-for-an-eye games, 22

see also tit-for-tat (TFT) strategy

INDEX 653

Fail Safe (movie), 332
fair division mechanism, 624-25, 635
fairness

and core, 610
and focal point, 143
and player choice, 7 l, 7 2, 132-33
and ultimatum-game offers, 581 82
and ways of dividing, 624
see also inequaliry in distribution of goods or

payoffs
family dynamics, 459-60
feasible allocation, 607-8, 635
Federal Communications Commission (FCC), 538
Federal Reserve, in game with Congress, 93-95,

168-70,172-75
Federal Witness Protection Program, 358
feedback, positive, 47L-74, 641
Filene's Basement, 538
financial markets, as markets for risk, 306-7
finite repetition, of prisoners' dilemma game,

348-49
first-mover advantage, 60, 163, 165, 166, 635

in alternating-moves bargaining with
impatience, 583-84

and commitment,313
first-price auction, 540, 635

and bidder collusion, 556
bidding strategy for, 544-45
and correlated bidder beliefs, 553
and Dutch auction, 541, 552
and revenue equivalence, 551
and risk-averse bidders, 552
and small number of negatively-correlated

bidders, 554
fish, reciprocal altruism of, 460
fishing boat example, 147-50
fishing community, Turkish, 400
fitness, 426, 427 , 428, 429, 430, 456-57 , 635

in assurance evolutionary game, 442-44
in battle of the sexes game, 445
in chicken evolutionary game, 439-40
in hawk-dove game, 448-49, 450, 45I
in prisoners' dilemma evolutionary game,

431,432,434,435-36
with three phenot)?es, 453,454

fitness diagrams, 436, 440, 443, 458
"flat tire" exam story, 9-10, 106
flea markets, and bargaining, 589
focal point, I0, 106, 143, 635

and social  opt imum, 395
folkways,395n
football

as combined simultaneous and sequential
game,20,16l-62

minimax method in, 100-101
mixed strategy in, 6
and Nash equilibrium, BB
payofftable for, 85-86
risky vs. safe plays in, 247
and short vs. longnsn,22-23
strategic skill in, 4, 5
rrnaprtaint \ /  in ?A?

formal game theory, 15
freedom of action, credibility through reduction

ol 331 33
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free rider. 384, 635
in Kitty Genovese murder case, 415
in prisoners'dilemma game, 36I
and severity of environment, 460
through understatement of willingness to

pay,547
and work ethic, 398

French presidential elections, 504
friendship, and centipede game, 7I
Fdtz2 (chess program), 65,66
Fu Ch'ai, Prince, 332
Fulbright, William, 482

Gambit project, 33-34, 61, 69
game(s),4, lB, 635

division of into small steps, 335
see also stralegic games

game matrix, see game table
games of imperfect information or imperfect

knowledge, 83
see also at simtltaneous-move games

games with sequential moves, see sequential-
move games

games with simultaneous moves, see at
simultaneous-move games

games of strategy, see game theory; strategic
games

game table (game matrix; payoff table), 84-85,
155, 635

for candidates' positioning game, 526
and combined sequential and simultaneous

games, 156
and continuous strategies, 123
for football play, 85-86
ald sequential-move games, 171
three-dimensional, 103

game theory,5
applications ol 3-4, 5, 135

of prisoners' dilemma, 93
and Cuban missile crisis, 482
evolution of, 37
expected utility approach in, 231
formal, 15
and knowledge ofrules ofgame, 32
and one-on-one bargaining, 567
rationality assumption of, 30
scooe of, 19
USES OI, Jb_J /

prescriptive role,37 , 544
see also strategic games

game tree(s), 46, 49, 155, 635
and combined sequential and simultaneous

games, 156
construction of, 49-50
for Cuban missile crisis, 4BO,485,486,489
and decision tree, 51
drawing of, 48, 50
and logical argument, 76
and simultaneous-move gam es, 17 l-7 2
for two-stage game, 157

garbage game, 611
garden game, 55-60, 102-5, 176-79,313-14, 383
gazelles, signaling by, 282n
gene(s), and evolution, 459
GeneralAgreement on Tariffs and Trade

(GATT),592

genetics, vs. socialization, 461
Genoese traders,40l
genotlpe, 426, 427 n, 636
Genovese, Kitty, 414-15, 418
Ghemawat, Pankaj, 137
Gibbard-Satterthwaite theorem, 523-24, 636
Gift of the Magi, The (O. Henry), 109
golden rule, 23
Gore. Al, 515
Gould, Stephen lay, 137-38
Gouerning the Commons (Ostrom), 400
government, Congress-Federal Reserve game

in, 93-95, 168-70, 172-75
government competition to attract business,

and prisoners' dilemma game, 365-67
GPA rat race (example), 7-8
grade inflation, 8
grades, and pass-fail option, 277
gradual escalation of the risk of mutual harm,

493,636
grand coalition, 607, 612, 636
grim strategy, 349, 352, 636
Groseclose, Timothy, 214
group altruism, 460-61
GTE,556
guarding against exploitation, 244
guesswork, and mixed strategy,416

Hardin, Garrett,394
Hare procedure (single transferable vote),

manipulability of, 524
Harsanyi, John, 87n
hawk-dove game, 447 -52, 636
"Help!" game,414-lB
Henry, O., The Gift of the Magi, r09
histogram, 525,636
historical context, and focal point, 143
historical records, 37
history ofideas, collective action in, 393-94
Hobbes, Thomas,393
Holt, Charles, 132, 134, 2I2
honor codes, academic, 335
housing market

bargaining strategies in, 587-89
and multi-issue bargaining, 591

Hume, David,393
husband-wife confession game, 90-92, 128, 163,

164, 346, 357-58
Hussein, Saddam,30
hybrid equilibria, 194

IBI (intensity of binary independence), 5I3, 523
ignorance, as strategy, 265
imoatience, 636

in alternating-offers bargaini ng, 582-87
in bargaining, 577

imperfect information, 23, 636
and information sets, 172
in simultaneous-move games, 83

impossibility theorem (Arrow), 5 I 1- I 2, 523-24,
572,636

and Black's condition, 512
and intensity ranking, 5I3-14
and robustness, 513

incentive-compatibility constraints, 273, 636
on compensation package, 278

.1
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incentive compatible market mechanism, 617,
636, 639

incentive contracts, 263
incentive scheme, 266, 27 7 -80, 636
incomplete information, 23, 636

strategic voting with, 520-23
see also information asymmetdes

independence of irreievant alternatives (IlA),

511,523,572
independent estimates, in auction, 550-51
independent evenls, 226, 637
indifference condit ion, 4l i
Indonesia, player-choice experiments in, 70
induction, backward, 54

sae also rollback
inequality, in distribution of goods or payoffs,

390,391,399,400-401
infinite horizon, 351, 637
infinite repetition, of prisoners' diiemma game'

349-52
infinite sums, calculation ol 378-81
information, 263-64

direct communication of, 266-71
disregarding of , 267 -68
imperfect, 23,I72,636

and information sets' 172
in simultaneous-move games, 83

incomplete, 23, 636
strategic voting with, 520-23

manipulation of, 14,24
in bargaining, 587-90

and market mechanism' 615-17
pilvate, 19-20

and auctioning, 557
opponent's ascertaining of, 300

and risk, 300-309
information asymmetries, 23, 264-66, 630

in auctions, 539
and equilibria in signaling games, 280-92
and evidence on signaling and screening,

292-94
example of, 7
and incentive Pa1'rnents' 277-80
and moral hazard, 279-80
and Nash equilibrium example, 141-42
readings on, 294
and screening, 272-76
and signaling, 27 2, 27 6-77

information disclosure, in auctions, 557
information seI, 17 2, 637

in Cuban missile crisis, 485
inheritance, strategy embedded through, 428
initial node, 46, 49, 637
inner-city youth, code-switchingby, 292 

-
instant runoffs in elections, 504, 5I0' 637 ' 644
instinct,460, 461
rnsurance

and clients impatient for settlement, 586
clients' self-selection in, 293
and information, 265
and moral hazatd,279-80' 305
as risk reduction, 305

intensity of binary independence (IBI)' 513, 523
intensity ranking, 5 13-14
interaction(s)

in mlxed-strategy tennis example, 245

INDEX 655

and mutual awareness, 1B-19
betrveen PhenotYPes, 427
as strategic games, 20

interactive thinking, 1B' 45
interest, comPound, 352' 632
intermediate valuation function, 65-66' 67, 68,

637
internalizing the externality, 410, 637
inrernatjonal relat ions, del 'errence games in,

281
international trade

automatic retaliation in' 332
export subsidies as dilemma in' 366
muiti-issue bargaining in, 590-91
multiparty bargaining in, 592
and pressure Politics, 402-3
U.S. -lapan, 322-26' 336-37

Internet auctions, 538, 540, 557-60
evidence on revenue equivalence in, 551
and shilling, 556-57

intimidation, in chicken games, 110
intransitive ordering, 506, 637
intuition, and theory, 248,609
invasion by mutants, 426, 456-57' 458, 637

in assurance game,444
in chicken game,447
in hawk-dove game' 449
in repeated prisoners' dilemma game' 433,438
with three phenotYPes, 452

investment, and stockbroker honesty example,
270-7r

investment game, in telecon example, 156-57
irrationaliry

as countermove,33T
credibilit.v through' 335-36

irreversibility, of strategic moves, 312-13
irreversible action, 637
irrigation proj ect example, 383-86
issue space, 530
Italv, electorai system oi 516
iterated elimination of dominated strategies,

95-96, 178-79,637

Iapan, U. S. trade relations vrirh1 322-26, 336-37

Jervis, Robert, 282' 292

iob offers, 589
ioint costs, allocation of,622-24
joint U.S.-China politicai action, 328-29
Iospin, Lionel,504

Kagel, John H., 561
kamikazePilots,332
Kasparov, Gary,65, 66, 67
Keeier, Wee Willie, 138
Kennedy, Iohn F.' and Cuban missile crisis, 473'

47 4, 47 5, 47 6-77, 47 8, 479, 480' 4Br' 482,
484, 485, 487 , 49r-93

Kennedy, Robert, 47 4, 476, 579
keyboard configuration' 413' 413n
Kelmes, John MaYnard' 414
Khrushchev, Nikita, 474' 47 5, 477, 47 B' 47 9' 480'

482,483,484,494
King, Angus, 502
I(emperer, Paul, 561
knowledge of rules, 31-32
Kreps, David, 132' I4I
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labor arbitration, as prisoners' dilemma game,
367-68

laboratory experiments
on market mechanisms, 617
and mlred strategies, 212
on Nash equilibrium, 131-34
and revenue-equivalent theorem, 551
see also experiment

labor unions
and bargaining, 5Bg
and brinkmanship, 495
strike decisions ol 333
see also strike(s)

Lands'End, on Internet, 559
law of large numbers, 305
laws,395n
leadership

in collective-action problems, 399-400
and prisoners' dilemma game, 360, 637

learning, real-world example of (baseball),
i37-39

learning from experience, 133-34
legislated penalty mechanism

for labor arbitration, 368
on state incentive packages, 367

legislative context, agenda-setting games in, 32
legislatures

elections for, 516
and Shapley value, 620-22

LeMay, Curtis, 474, 483, 483-84, 484n, 492, 494
Le Pen, Jean-Marie, 504
Leuiathan (Hobbes), 393
Levitt, Steven, 214
Lippmann, Walter,4TB
lizards, in evolutionary game, 453-55
locational competition, and principle of

minimum differentiation, 527
locked-in equilibrium, 4I3, 637
Logic ofCollectiue Action, Ihe (Olson), 393,

402
"losing to win," 76-77
Lucking- Rei ley.  David,  56 I
luck sulplus, 308

macroeconomics, and positive feedback,
4t3-14

Maghribis,401
Maine gubernatorial election (I994), 502
majority rule, 501, 510, 637

manipulability of, 524
majority runoff procedure, 503, 637
Malaya convoy escoft example, 212-13
mandate, in wage negotiations, 589
manipulability, of market mechanism, 615 17
manipulation

of information, 14,24
In Dargarnlng,5u/ 9u

of risks in contests, 307-9
of rules, 24-25, 45 (see also strategic moves)
ofvoting procedures, 500, 5t4.24 6ee also

strategic voting.)
marginal private gain, 404,406, 637
marginal product, 620
marginal productivity theory of distribution,

620

marginal social gain, 404, 406, 637
marginal spillover effect, 404
market(s), 596-97

and allocation ofexpressway use, 410
alternative deals in, 605, 606
for assets, 618
clearing of, 597, 600, 617
coalitions in, 606-8
and core, 608-13
mechanism oi 613-17

experimental evidence on, 617-18
and Shapley value, 618-20

in allocation ofjoint costs, 622-24
legislature example of , 620-22

and speculative bubbles, 618
and trading game, 598-606

market equilibrium, 601, 604, 605, 613, 6i4,
6r7-iB, 638

market equilibrlum price, 614
market maker, 600, 614, 6i5, 616, 6f 7
Maskin, Eric, 513
Mathematica program package, 33
maximin, f  00,638
McAfee, R. Preston, 560
McKelvey, Richard D., 33-34
Mclennan, Andrew, 34
McMillan, Iohn,560
McNamara, Robert, 47 4, 475, 47 6, 482-83
mean professors example, 10-11
median voter, 524,638
median voter theorem, 501, 524-30, 638

and two-dimensional issue space, 530
medieval England, grazing commons in, 400
meeting game, 705-7, 234-39, 266-68, 269

as evolutionary game, 442, 444-45
Middle East peace process, 334-35, 359
Mikoyan, Anastas, 483
Milgrom, Paul, 560
minimax, 100,638

and security level, 607
minima-r method, for zero-sum games, 99-10I,

194 98,201,638
minima-x theorem, 256
minimax vaiue, of zero-sum game, 256
minimum differentiation principle, 527, 638
minorities, maltreatment ol 399
misrepresentation of preferences in voting, see

ctrr tpoir  \ /^ f ino

mistakes, and rationality assumption, 31
mlred methods of voting, 503-5, 638

for Summer Olympic sites, 510
mixed-motive games,28
mixed strategies, 84, I I 1, 1 86-87, 638

for all-pay auctions, 548
and best-response analr-sis, 188 91. 239

nf thrpp <rr2rpoip< ?nR

and defect ion in pr isoners dr lernma gane,
363

and di f fusion of  responsibi l in ' ,  .116
in er,olutionan' garnes

harvk-dor.e game, 450-51
and poll'm61plism, 430

signal jamming as, 266
unpredictability desirable in, 214
use of ,  214-16
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see also simultaneous-move games with
mixed strategies

mixed-strategy equilibfi um(a), 233, 243-50
for al1-pay auctions, 548-49
and assurance game, 238, 239
and beliefs, I99, 216
of collective-action games, 414
computer calculation of, 199-200
and evolutionary games, 441, 443, 44517
in football play-calling, 162
in hawk-dove game,448
and opponent's indifference, 239
and tennis game, 113
with three or more strategies, 250-56
and weak sense, 244
in zero-sum vs. non-zero-surrl games, lB7

"mixing one's plays," 7
modified addition rule, 225,638
modified multiplication mle, 220-27, 638
monetary-fiscal policy game, 93-95, I68-70,

172-75
monomorphism,429,638
monopoly, 597,612
monopoly power, 616-17, 638
monopsony power, 617, 638
moral hazard, 279-80,305, 638
mores,395n
Morgan, John, I40
Morgenstern, Oskar, 198, 256
move,48,638
multi-issue bargaining, 590-92
multiparty bargaining, 592
multiple equilibria

in chicken game, 110, 317
as criticism of Nash equilibriurn, 142-44
in evolutionary games, 441, 457
in experiments, 132
and flrst-mover advantage, 163
and iterated elimination of dominated

strategies, 97-98
in laboratory experiments, 132
mivpd-<trqtosr )L?

from positive feedback, 41 I
in simultaneous-move games, 105-l 1,

1 L1_LL 177

multiple-person games, 382
see a/so collective action games

multiple repetitions, in evolutionary games,
436-37

multiplication ruIe, 225-26, 638
modified, 226-27,638

multipurpose auditorium building, as cost-
allocation example, 622-24

multistage games, conflguration of, 160-62
multistage voting procedures, 501, 638, 643
mutations, 426,638

in evolutionary games, 429, 431
mutual awareness, 18, 1B-19
mutual commitment, 19
mutual harm, threats of, 315,324
Myerson, Roger, 139-40

Nader, Raiph, 500, 515-16
Nalebufl Barry,624
Nash, Iohn,87n

INDEX 657

Nash cooperative solution, 570-75,599, 638
and noncooperative game approach to

bargaining, 586
and rollback equilibrium of noncooperative

game,586
Nash equilibrium, 86-89, 120-22, 237, 639

absence ol 111-13, 144
and bargaining, 567
and belief about other's choice, 1 I I
and best-response analysis, 9B-99
in campaign advertising game, 130
for candidates, 530
and combined sequential and simultaneous

games, 156
and complementary products, 128
for continuous variables, L24,127
and dominance, 90,92
and dominance solvable game,96
evidence on

from laboratory and classroom, 13 I-34
from real world, 135-39

and evolutionary stable structure, 438,441,
457-58

guidelines for use ol 138-39
indeterminacy of , 142-43, 567 n
and interaction between tvvo price-setting

firms, 136
in minimax method, 100, l0l
ml\ed-strategy, I87 , 239, 244, 252 (see also

mixed- strategy equilibrium)
in mixed-strategy game with uncertainty,

236
multiple, 97-98, 105-1 1, I32, 142-44, 177 ,3\7 ,

471, 447, 457 (see also multiple equilibrla)
Nash cooperative solution as, 57 4-7 5
and iationality, 144-45
and rationalizability, I47-50
and rollback, 155,174
and socially optimal outcome, 385, 403
and successive elimination of weakly

dominated strategies, 97
as system ofbeliefs and choices, 39-90, I44

for mixed strategies, 198-99
theoretical criticism of, 139-45
with three or more players, l0l, 104
in weak sense, 244
see also equilibrium(s)

Nash formulas, 569-70, 57I
NATO, U.S. leadership in, 361
nature vs. nurture, 461
"nature's moves, " 46-47, 17 2, 282
Nawati lova, Mart ina,6-7, 111-13, 166, 16;.

17 1-72, i85, 186, 188-94, t95*206. 211.
245-46,268-69

see alsoter.nis
negative correlation, 639

ofr isks,304
negative spillovers (externalities), 406-10, 635
negotiations

impatience in (U.S.), 585-86
and market, 601, 605-6

nepotism,46l
neuroeconomics, 70, 639

and "dominated by a mixed strategr'," 207n
eliminating ol 1 4U47, 1.49-50
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never a best resDonse, 145
eliminating of, 146-47, I4g*50
in tennis examole. 205

"noble savages," 393
node(s), 46, 49, 639

out-of-equilibrium, 5B
"no excuses" strategy, 1I
noncooperative bargaining games, 567-68
noncooperative games, 26-27 ,639

prisoners' dilemma as, 347
noncooperative game theory, 567, 57 1

alternating-offers model of, 577 ,599
with decaying surplus, 577-82
with imp atienc e, 582-87

nonexcludable benefits, 383, 639
nonmanipulable market mechanism, 617, 639
nonrival benefits, 383, 639
nontransferable utility, 613
non-zero-sum games, 21, 199

bargaining as, 567
mixed strategies in, 233

and complementary slackness, 255-56
counterintuitive results in, 249-50
evidence on, 250
and interpretation of equilibria, 187
with three strategies for each player,24I-43
and uncertain beliefs, 233, 234-41

norm(s), 395n, 397-98, 403, 639
and communication,400
enforcers of,4lB
ofgood faith in bargaining, 588-89

normal distribution, 528-29, 639
normal (strategic) form, 84, 155,639

simultaneous-move games in, 172-7 6
North Korea, ioint U.S.-China action on, 328-29
nuclear arms races,47l
nuclear war, as non-zero sum, 21
nuclear weapons, and brinkm anship, 47 2
NYPD Blue, prisoners' dilemma game in, 90-92

objective-value auction, 541, 632, 639
obsewability, of strategic moves, 312-13
observable action,639
obsewation, and game theory, 35-36
Ockenfels, Axe1, 560, 561
odds, lB6n
off-equilibrium paths, 174, 639
off-equilibrium subgames, 17 4, 639
Olson, Mancur, 393, 402
Ollanpic Games

as all-pay auctions, 548
procedure for choosing sites of, 504
voting for site of (summer games), 5I0

one-shot games,22
and Nash equilibrium, 138-39
of prisoners' dilemma, 356, 358
zero-sum,2I5

online auction, see Internet auctions
unsale.com,55/ 5u
OPEC (Organization of Petroleum Exporting

Countries), 359-60
open-outcry auction, 539, 639

see alsoDtttch. auction; English auction
opponent's indifference propefiy, L94, 208, 217,

212, 239, 240, 244,250, 254, 639

oppression,399, 639
optimal strategy, 60
options,307,640
order advantages (sequential move games),

60-6I
see also first-mover advantage; second-mover

advantage
Orlov, Vadim,4B4n
Oslo Accord, 334
Ostrom, Elinor,400
outcomes,48

rollback equilibrium, 54
and terminal node, 49-50

pairwise voting, 50f, 640
and amendment procedure, 502
and strategic manipulation, 5 I 7*20

paradox(es)
in prisoners' dilemma game, 93, 345
ofvoting

agenda, 507-8, 629
and Arrow's impossibility theorem, 510-14
change of outcome with change of method,

509-10
Condorcet, 505-7 , 512, 632
reversal, 508-9, 643

parents
in brinkmanship example, 12-13
strategic moves of, 312

in dinner game, 312, 314-15
Pareto, Wilfredo, 610
Pareto efficiency, ofcore, 610
Paretoproperty,5l l
partially revealing (semiseparating)

equilibrium, 2Bl, 287 -89, 29I, 640
participation condition or constraint, 278, 640
path ofplay, 46, 58, 60, 634, 640

equilibrium, 17 4, 175, 634
payoffs, 28-29, 48, 640

additive and nonadditive, 612-L3
allocation of, 629 (see also allocation)
assumptions about, i33, 580
in biolo gical ev olulion, 427
calculation of from mixed strategies, 248
change in, 333-37
in collective-action games, 392
comparison ofvalues of, 350-51
conventions in listing, 57
in Cuban missile crisis,4B2
distribution of, 391, 399
expected, 228,635
and norms, 397
penalty included in, 357
presentvs. future,350
and risk aversion, 229-30
and terminal node, 49-50
vs. theoretical calculations, 71-72
and threats or promises, 314

payoff table, see game table
peacock, tail of as signal, 264
Peanuts cafioon,31
penalty, 640

in prisoners' dilemma game, 356-59
as collective action games, 396-99
of price matching, 371
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perfect Bayesian equilibdum iPBEr, 113-il,
284,630

refinements of.297,292
Herot, Koss. J1r
perverse cheap ralli equilibrium, 269n
phenonpe. {26. f2in. 6J0

in game theon. J2B
philosophr'. game-theoretic thinking in, 4
pivoral member, 620
plarr of action, slraIery as,27*28
plaring the field (biology), 427,458,640
Plllev, Issa, 477
pluralistic ignorance, 415, 640
plurality rule or system, 502, 509, 513, 640

and number of parties, 516
and strategic manipulation, 515-16, 524

plurative methods of voting, 502-3, 640
p-mix, IBB
poker,23
political campaign advertising, I29-31
political contests, as all-pay auctions, 548
political science

game-theoretic thinking in, 4
and information, 264

politics
and allocation ofdrivers on expressway,

409-i0
game-theoretic applications for, 135-37

"polluter's rights," and garbage game, 611
poll'rnorphism, 429-30, 435, 438, 439, 44I, 640

in battle of the sexes, 447
in hawk-dove game, 449-50, 451

Poole, Keith, 137
pooling equilib rium, 285-87, 291
pooling of risks, 27 4n, 304-5, 640
pooling of type s, 27 4-7 6, 640
portfolio diversiflcation, as risk reduction, 305
positional methods of voting, 502, 640
positive correlation, 641

of income,305
positive feedback, 4ll-I4, 64I
positive responsiveness, 51 1
positive spillovers (externalities), 4l I-14, 635
Powell Amendment, 520
power index, 620, 64I
predetermined strategies, 39
prediction, game theory in, 37
pregame,25
prescript ion

game theory in ,37 ,544
and rollback analysis, 72

present vaiue (P\i), 35i, 641
and infinite sums, 378-8I
see also discount factor; time value of money

pressure politics, and trade policy,402-3
prevents exploitation method or property, 244,

64r
price, 605

market equilibrium, 614
as pure strategy, 84,84n

price competition
between restaurunts, 124-28, 326-28, 347 -54,

358-59,430-31
in telecom exampie, 156-59, 160-6f

price matching, 359, 369-71

I N DEX 659

primary criterion, for evolutionary stability, 433,
457,641

Princess Bride, Tlrc (movie),7
principle of minimum differentiation, 522, 638,

641
prisoners'dilemma game, 39, 90, 92-93, 345,

346-47,64r
and altruistic feelings, 132-33
arms race as, l09n
as collective-action game, 383, 384-85,

388 90,391 -92,396
guidelines for solving, 400
variety of cases under, 400

collusive bidding as, 556
and conspiracy among managers, 280
cooperation in, 36
discrete strategies in, 123
and employrnent screening, 276
and equilibrium,33
as evolutionary game, 430-37

in hawk-dove game,448
and rational-player models, 437 -39,

440-4r
in tournament, 364

experimental evidence on, 362-63
for price matching, 371

in GPA rat race example, 7
and industrial competition, l3S
and larger society, 358
players'interests as basis ol 571
political advertising game as, 130
and real-world dilemmas, 365

and evolutionary biology (bowerbirds'
diiemma),368-69

government competition for business,
365-67

labor arbitration, 367-68
price matching, 369-71

repeated, 128,347-56
as collective-action game, 396-97
evidence on,362
as evolutionary game, 432-39, 462
and reciprocal altruism, 460
tacit cooperation in, 134

and reputation, 334
and restaurant pricing game, I2B, 326, 597
and Rousseau's example, 393
rules for, 364
solutions for, 345-46

leadership, 359-62, 399-400
penalties and rewards, 356-59, 396-99
repetition, 347-56, 396

in telecom competition example, 158-5g
in three-person game, 104
see also husband-wife confession game:

garden game; irrigation project example:
research game; restaurant pricing game

private goods, pure, 383
private information, 19-20

and auctioning, 557
opponents' ascertaining of, 300

private-value auction, 541, 641
probabilistic strategies, 84

s e e als o mixed. strategies; simultaneous-mor-e
games with mixed strategies
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probabilistic threat, 487-BB, 64I
in Cuban missile crisis,488-91

probability(ies), 221-22, 223, 641
basic algebra of , 222-28
and bidding in auctions, 549
correct beliefs about, I99
and Cuban missile crisis, 485-87, 4BB, 490-93
and impatience, 582
inference ol 300-303
and mixed strategy, 201
people's incompetence in, 292, 292n
of repeated competition, 353
in "Survivor" game, 75-76
in threats, 472

proceeding in steps, 335
promises, 25, 3ll-I2, 314, 321-22, 641

contract for, 336
and credibility, 3I5-r6
in restaurant pricing game, 326-28
and threats, 327-28,330-31, 494

in U.S.-China political action, 328-29
usefulness ol 329-30
see also shategic moves

property rights, and garbage game, 61 I
proportional division, 624-25
proportional representation, 504-5, 64 I

and minorityviews, 516
and third parties, 516

prory bidding, 558-59, 64I-42
pruning, 52-54,642
psychology, game-theoretic thinking in, 4
public economics, 606

textbooks on,3B3n
public goods, pure, 383, 642
public interest, 506
public-spiiltedness, in experimental situations,

132-33
punishment, 642

altruistic,46l
arranging for, 397, 398-99
and detection, 397
diffl culty with (multilateral agreements), 592
and federal legislation on state incentive

packages,367
as relative to status quo, 331
in repeated prisoners' dilemma games, 349,

349n
pure coordination game, 105,642
pure private goods, 383
pure public goods, 383, 642
pure strategies, 84, 642

as continuous variables, 124-31
and non-intersection of expected payoff lines,

l90n
see also simtiraneous-move games with pure

strategies
Py'rrhus (king of Epirus) and Pyrrhic victory,

2l-22

q-mix, IBB

"race to the bottom," in European Union, 367
races, cooperation in, 363
racial and ethnic minorities, maltreatment ol 399
rain checks, from stores, 589

random aspect of game, 46-47, 48
see also " nature's moves"

randomization of moves, I85, 215, 233
vs. alternation, 2I2, 274, 2L5
in coordination game, 238
of opponents in repeated play, 250
see also simultaneous-move games with

mixed strategies
randomness, achievement of , 222n
range of negotiation, 598-99, 600, 602

and core, 608
Rapoport, Anatole, 109n, 363
rate ofreturn

actual, 353
effective,353, 355, 634

ratio of exchange, 59ln
rational behavior, 642
rational behavior assumption, 29-31, 37

and evolutionary games, 457
rarional irrationality, 335-36, 642
rationality

requirements of for Nash equilibrium, 144-45
as transitive ordering, 506

rationality assumption, 425-26
rationalizability , 145-50, 642
rationalizable strategies, 145,207 , 642
rational-player models, and evolutionary

games, 35, 437 -39, 440-4I
reaction function, 314
"rcahq]I/," 72-76
real-world dilemmas, and prisoners' dilemma

game,365-7I
real-world evidence, in game theory, 135-39
RebelWithout a Cause (movie), 109n
reciprocal altruism, 460
reciprocity, strong, 461
refi nements, | 43-44, I55, 642
rejection, fear ol 58l
repeated interactions, 26
repeated play of games (repetition), I24n, I2B,

347,642
cooperation in, 363
in evolutionary games, 369, 432-37

and rational-player models, 437-39
of prisoners' dilemma, I2B, 347 -56

as collective-action game, 396-97
evidence on,362
as evolutionary game, 432-39, 462
and reciprocal altruism, 460
tacit cooperation in, 134

randomization of opponents in, 250
reputation rn, 333-34
strategies of, 349
and sustaining of agreement, 571

repertoire of behaviors, 292
reputation, 22, 333-34, 642

and commitment, 31;, 321
of opponent, 338
in restaurant pricing game, 327

research game, 360-61
reservation price, 558, 642
reserve price, 550,642

in trading game, 598, 602-3, 604-5, 609
response rules, 314, 32I,642

and usefuiness of strategic moves, 329-30
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responsibility, diffusion of. l-:-_: :.1j
restaurant pdcing gal:e -1.:-_: ::b-18,

347-54.3Jq-1- l :  - : -
revenue equitae::l: r5 - a-13
reversal pa:a: ,-  r :  a*:.  b+3
reYelsar :e:::::,: f -i. O-13
rel , ,2: :

' :  : ' - . - : . ' . 'e acr ion problem,39B
:: : :l:ti';e spillovers, 4l I
-:: :risoners' dilemma game, 359
as relati\-e to status quo,331

Riler', John G., 560, 561
risk aversion, 229,305-6, 643

and auctions, 539, 551-52
risk neutrality, 229, 643
risk pooling or sharing, 274n, 304*5

and venture capitalists, 293
risk and riskiness

attitudes towafi , 29, 228-30
in auctions, 539, 550
in bargaining, 589-90
in brinkmanship, 337, 339. 193,94, 495 (see

also brinkmanship)
correlation of, 30-1-5, 309
in Cuban missile crisis. -19-l
of default, 19
malipulathg of in contests,307-9
arrd oprions. 301
ofpar-offs.222
pooling of. 2, {n. 300, 304-7
and probabilin. 301-3
ancl rescalmg. J, Z
strategies of reduction of , 304-7
in threars. J88
trearnent ol in \ash equilibrium, 140-42
in uldmarum game, 580

risk tolerance. in Cuban missile crisis, 492-93
robusmess. 513. 6.13
Rockefel ler. Johr D., Sr.,  25
rock-paper- scissors (RPS) game, 453-57
rol lback 5J.68-69,643

and chess, 68
and combined sequential and simultaneous

qarr tes.156
in Cuban missile crisis, 486
ard deter:ence eame. '82- 84
eridence concerning. 69 72
ln garoen game. r,  JE
and - \a)h eqL.dibr iu ' t - .  l  5J.  l  ; l
in prisoners di lemma

and defecting strare$', 3-18--19
husband and n ife confession, 1 63
in repeated game, 362-63

and strategic voting, 508
as subgame perfectness, 176
in "Survivor" game, 7 4-7 6

rollback equilibrium, 54, 58-59, 643
in alternating-offers model, 577 79
in coffeehouse-meeting game, 267
of noncooperative game of offers and

counterotlers, 586
rollback equilibrium outcome, 54
root of garne tree, 46, 637, 643
Rosenthal, Horvard, 137
Roth, Alvin, 560, 561

INDEX 661

rounds ofvoting, 504, 638, 643
Rousseau, Jean-lacques, 393
RPS (rock-paper-scissors) game, 453-57
rules of the game, 32

common knowledge of, 31-32
and nreoame 25

Rusk, Dean,474
Russell, Bertrand, I 09n
Russia (late 1gth century), communes in, 401
Russian roulette, probabilistic threat as,

487-88

Saari, Donald, 513-14, 523
saddle point, 256, 643
salaml tactics, 326, 338-39, 643
Samuelson, W. F., 561
sanctions, 397-98, 643
SANE research game, 360-61
Sanfey, AIan, 70
San Francisco, voting in, 504
Saudi Arabia, and OPEC, 359*60
scalper-ticket example, 577 -7 B
Schattschneider, E. E., 402
Schelling, Thomas, 1IOn, 132, 135,337-38,

338 39
school construction funding, and strategic

voting in Congress, 520
Schwartz, Jesse, 561
Scott,  Robert F., 461
screening, 24, 266, 27 2, 643

in auctions, 539, 541
in haroeinino {R7

evidence of,292-94
vs. signal jamming, 266n

screening devices, 24, 266,272, 643
sealed-bid auctions, 540, 643

see also all-pay auctions; lirst-price auction;
second-pdce auction

secondary criterion, for evolutionary stability,
433,457,644

second-mover advantage, 60, 166-68, 643
second-price auction, 540, 550-51, 643

bidding strategy for, 545 47
and correlated bidder beliefs, 553
on Internet, 558
and revenue equivalence, 551
and risk-averse bidders, 552
shilling in, 557
truthful bidding in, 616

securitv level
of coalition, 6Q7 , 644
and pa1'offs, 612 13

seiection (evolutionary), 426, 457, 644
ben'r'een-group vs. within-group, 461

self, present vs. future, 50, 5l
"selfish gene," 459
selfish teamwork, 396n, 460
self-selection, 27 3, 644
seller's cuwe, 599
Selten, Reinhard, B7n
semiseparating equilibrium, 287, 287 -89, 291,

6.10
cpnci i i \ - i f i / tecfc aR-?n

separatln g equilibrium, 28 4-85, 29 i,
separation of t lpes, 2 r-3 76,641
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sequential-move games, 45, 644
addition of moves in,6I-69
conversion of to simultaneous-move game,

162,t76 79
first moves in, 312-13
game trees in, 48-50
and "losing to win," 76-77
order advantage in, 60-61
repeated play of, 349
rol lback and player choice in, 69-72, 78
simultaneous-move garnes convefted to, 162-70
solving of, 50-55
in strategic form, 172-76
in "Survivor" shows, 72-76
with three players, 55-60
see also combined sequential and

simultaneous games
sequentiai vs. simultaneous moves, 20-21
shading ofbid,545,644

and correlated estimates, 553
and information disclosure, 557
and winner's curse, 543

Shapley, Lloyd, 618
Shapley value, 618-20, 644

in allocation of joint costs, 622-24
legislature example of, 620-22

shilling, 556-57 , 644
shrinking surplus, see decay of surplus
Shubik, Martin, 620
Siberian dogs, cooperation enforced among, 461
side-blotched lizards, in evolutionary game,

453*55
signaling games, equilibria in, 280-92
signal jammin g, 266, 644

vs. screening,266n
signals and signaling, 24,265,272-76, 644

in auctions, 539, 541
rn oargalnrng. Sd/,5uy
in collusive bidding, 556
evidence of,292-294
in strategic pairwise voting, 523

simultaneous best responses, 139
simultaneous-move games, 644

conversion of to sequential-move games,
162-70

sequential-move games converted to, 162,
176-79

trees in illustralion of, 177-72
see also combined sequentiai and

simultaneous games
simultaneous-move games with mixed

strategies
and mixed-strategy equilibria, 243-50
in non-zero-sum games, 199, 233

and complementary slackness, 255-56
counterintuitive result in, 249-50
evidence on, 250
and interpretation of equilibria, 187
with three strategies for each player,24I-43
and uncertain b eliefs, 233, 234,41

with three or more strategies, 250-56
for zero-sum games, 185-87

and best-response analysis, 188-94
counterintuitive outcomes in, 245-48
evidence on,272-74
and minimax method, 194-gB, 201

and Nash equilibrium, 198 99
and three strategies for each player, 207-12
and three strategies for one player, 199-207
and use of mlxed strategies in practice, 2 i,l 16

see also mixed strategies
simultaneous-move games with pure strategies,

B3_84
and best-response analysis, 9B-99
with continuous strategies, 124 31
depiction of (discrete strategies), 84 86
and dominance, 90-98
evidence on

from laboratory and classroom, 13 1-34
from real world, 135-39

multiple equilibria in, 105-11, 142-44
no equil ibr ia in, 111-13, 144
and rationalizability, 145-50
rules for solving of, 1 12
with three or more players, 85, 101 5

simultaneous vs. sequential moves, 20-21
sincere voting, 508, 644
single-peaked preferences, 5I2, 644
single-shot zero-sum games, 215
single transferable vote method, 504,644

manipulability of, 524
sled dogs, cooperation enforced among, 461
Slovak Republic, player-choice experiments in, 70
Smith, Adam, 393
smoking-game example, 50-55
sniping, in auctions, 560
SOCCEI

penaltykicks in, 83, 123, 208-10, 2I4,2s3
World Cup of ,76-77 , 502

socialization
vs. genetics, 461
strategy embedded through, 428

"socially desirable" outcome, 598
social optimum, 384-85

as focal point, 395-96
and Nash equilibrium, 385, 403

social ranking, 5O5, 644
social relationship, and ultimatum-game offers,

580
Sotheby's, 538,540
Soviet Union, and Cuban missile crisis, 473-95
speculative bubble, 618
Spence, Michaei,264n
spillovers (externalities), 403-6, 635, 644

and empty core, 610
negative,406-10, 635
positive, 41L-14,635

spoi ler  (e lect ions),  515, 645
sports

discrete strategies in, 123
manipulating olrisk in, 307-9
and mixed strategies, 213
riskyvs. safe strategres in, 2.16--18
rules of, 24
sequential and simuitaneous play in, 156
sfratpoi .  c l r i l l  in / - (

see alsobasebal\; bicycle races; football; Ol1'rnpic
Games; soccer; tennis; track events

stability, biological concept of, 438
stability analysis, 49
standardization or stabilization effect, in

batting averages, 138
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statistical testing, 136_37
status quo, and threat vs. promise, 331
steps, proceeding in, 335
btevenson, Adlai, 47 4, 4Bl
Stiglitz, Ioseph, 264n
stockbroker example, 2Z 0_7 l
stock markets, as markets for risk, 306_7
strategic behavior by candidates, 524_30
strategic bidding techniques, 556
strategic (normal) form, 84, 155, 639

sim ldtaneous-move games in, 172_7 6
srrateglc games (games of strategy), 17, lB_19

asr.lrmetric vs. s).anmetric, 444n
constant-sum (zero_sum) vs. non_zero_sum,

2l-22,22_23,95, lgg (see atso constant_
sum games; non_zero_sum games; zero_
sum games)

and enforceability (cooperative vs.
noncooperative), 25_27

examples ol 6_14
with f ixed vs. manipulable rr_rles. 2l_lJ
tMtn lu l l  vs.  imperfect  inforrnar iorr .  t3 lJ
tmportance of, 3_4
one-shot vs. ongoing. 22_23
and pnvate inlormation, l9_20
reasoning backrrard in. 9 -ree nso rol lbackl
sequential or simuitaneous nto\ es in. 20_21
strategY for studring, 15_i6
structure of, 27-36
see a/so,assurance game: chicken. game o::

colectrve acr ion game>: coordinar.on
games; evolutionan, games: game -.teon_i
pr isoners '  d i lemma game

strategic misrepresentation ol preferences
(srrategic vot ingl ,  JOJ, r  j  I  l l .  , t ;  )

srralegrc moves. 25, 4S. 109, I6 l .  J l  l . , i { r
commitments, 317_Zl (see al,:o

commitments.)
conditional, 314_15, 329_30
countermoves to, 337_39
credibility of, 3 I 1_12, 3 1 5_t 7

by changing payoffs, 333_3i
by reducing freedom of action, 33 I _33
usefulness oi 329-30

and f irst moves, 312_13
promrses, 327_22, 326_28

threats combined n,ith. 328 29
threats, 321-26, 327

promrses combined nith. 328_29
uncondit ional, 313_11, 316 isee also

commltments)
usefulness ol 329_30

st rategic vot  ing (strategic rnisrepresenrar ion of
prererences) , 505, Sl4-24, 645

\tralegyf ies),  4 -5,22_ 28, 172,645
in biological  evolut ion,  427
inheritance of,42B
mlxed, 84, 1t 1, 186_87, 638 (see alsomixed

strategles)
optimal,60
predetermined, 39
pure, 84, 124-31, lg}n, 642
and rollback equilibrium, SB_59 (see also

roliback equilibrium)
science of,312
in sequential-move games, 4B_49

INDEX 663

in simultaneous_move games, g4
and threats, 315

streer g,a_rden game, 55_60, 102_5, 176_79,
313_14, 383

strict dominance, 97, 72I
strike(s)

and bargaining strategy, 589
ofbaseball players (1980), 576_77
and brinkmanship, 495
decision on, 333

strong reciprocity, 461
stfl,cture of strategic game,27_36
srudy game, 312, 315, 316
subgame, 160, 645

continuation of strategy for, 175
off-equiiibrium, 174
and rollback, 174

subgame perfecr.equi l ibr ium {SpEl,  I75_76, 645tn LuDan mrssi le cr is is,  490
subjective uncertainly, 234. 645
suDlect tve_value auct ions,  54 l ,  645
successive el iminal ion ol dominated sl rategies,

95_98. |  78_79, 645
Super Bowl advertisements, 108
supermarkets, 596_97
suppiy curve, 600, 6f3_I4, 645

in trading game, 600, 602, 603, 604, 605
supplyand demand, SgZ, 602_3
surplus, 645

from bargaining, 566, 569
. in 1a1ke^t rrading game, 598, 605, 606
suni lvat  o l  the f i l lesl . . .  426,459

survivor shows, 72_76
Sweden, coalition dealings in, 6l2n
Svdney Fish Market, 540
symmetltc games,444n

tacit collusion, 128
tacrt cooperation, 109, 134,250
tacit coordination, 1 l0
tact ical surprise,2l5
tactlcs, 28
rag sales. and bargaining, 5g9
I a\ lor, ,qlan D., 625
Tavlor, Ma-xwell,474
teacher's deadline enforcement policy, 319_21
teamwork

cre^dibility through, 335
selhsh,396n,460

telecom competition example, 156_61
tennis

passing-shot example from, 6_ 7
and absence oIequi l ibr ium in pure

strategres, 1 I 1_13
extensive-fbrm illustration ol I 71
and prevents-exploitation propertv, 2:14
randomization of moves tmixea stiategresl

in, 185, 187_94, 195_206, 2t4_ts
and second-mover advantage, f 66_68
in simultaneous_ and seque"ntial-plat.

verstons, l6T
serve-and-return example f rom, 213_ I  I
straregic skill in, 4, 5
uncertainfy in, I72, 263

terminal node, 48, 49-50, 54, 645
testing, statistical, 136-37
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Thaler, Richard,543
theory

and intuition, 248,609
and reality, 36, 13l

and Nash equilibrium, 134
and rol lback, 69-72

theory-based case studies, 16, 471
theory of strategic action, 15-16
thinking about thinking, and Nash equilibrium,

89
Thompson, Llewellyn, 474
threats, 25, 3I1-I2, 31 4, 321-22, 47 2, 645

in brinkmanship, 590 (see also brinkmanship;
Cuban missile crisis)

and contracts, 336
and credibility, 3L5-16, 324-25
in Cuban missile crisis, 479,484-87
and deadline, 481
graduated,339
and halt in communication, 333
and multi-issue bargaining, 59 1-92
probabilistic, 487 -88, 64I

in Cuban missile crisis, 4BB-91
and promises, 327-28,330-31, 494

in U.S.-China political action, 328-29
sulKesas,5/ /
as "too large to make," 487
twofold risk in, 4Bl
usefulness ol 329-30
in U.S.-Iapan trade relations, 322-26,336-37
in variable-threat bargaining, 576
see also stalegic moves

threefold repetition, in evolutionary game,
433-36, 437-39, 452

three-person simultaneous-move game, 101-5
three-player games, 176-79
Thucydides, 136
ticket- from- sc aIp er example, 57 7 -7 B
tic-tac-toe, 6I-63
Tierney, John,4lB
tres

and dominance,9T
s ee al s o w eak d.ominance

time value of money, 582
see also discount factor; present value

tit-for-tat (TFT) strategy, 22,349,352, 645
dangers in execution of,356, 364-65
in evolutionary games, 369, 432
and reciprocal altruism, 460
in restaurant game, 350-51, 352,353-54
as winning simulation, 363-64

track events, and strategic skill, 4-5
trade policy, see international trade
trading game, 598-606
trading of risks , 305-7 , 645
"Tragedyof the Commons, The" (Hardin),394
transitive ordering, 506, 645
Treatise on Human Nature (Hume), 393
tree, see decision trees; game tree(s)
"tree house,"I57, 179-80
trigger strategies, 349, 356, 359, 646
triviality, and player choice, 69
truth, as dominant strategy, 616
twice-repeated play, in evolutionary game,

432-33

tlvo-person strategic games, 61
collective-action, 383-87

two-stage game, 157-60
coffeehouse meeting as, 267
strategic moves in, 31 I

types, separation as pooling of,273-76
typer,r'riter key conflguration, 413, 413n
tyranny of the majority, 516

uBid,559
ultimatum games, 70, 580, 646
uncertainty, 263

in bargaining, 587
ofbeliefs, B9
in Cuban missile crisis, 484-87
over defection in prisoners'dilemma game,

369
vs. incorrect belief, f99
and mixed strategies, 187-98
and "nature's moves," 46-47,282
and options, 307
and randomness of strategy, 90
and simultaneous non-zero-sum games, 233,

234-4L
subjective, 234,645
in tennis, 172,263
and threats, 481, 484

unconditional strategic moves, 3 l3-14, 3 16
see also commitments

unemplo)'rnent, 414
uniform distribution, 528-29, 646
unions, see labor unions; strike(s)
United States

as impatient in negotiations, 585-86
see also atU.S.

Unix operating system, 4l l-13
unstable equilibrium, 435
unsystematic approach, in games without Nash

equilibrium, 113
updating of information, in deterrence game,

284-89
U. S. -China political action, 328-29
U.S. Congress, strategic voting in, 520
U.S.-Iapan trade policy game, 322-26,336-37
U.S. presidential elections

and principle of minimum differentiation,
528

of 1992,515
of 2000,500, 5I5-16

utility
expected, 228,635
nontranslerable,6l3

utility function ,231, 646

vaccination,4l l
valuation function, intermediate, 65 66, 67, 68
values, 395n
value systems, 30

in experimental situations, I33
vs. theoretical calculations, 71-72

variabf e-threal bargaining, 575-77, 646
venture capitalists, 293
verbal analysis, 55
Vickrey, William,523,546, 550, 553, 561
Vickrey auctions, 540, 555, 643, 646
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Vickrey's truth serum, 546-47,646
video recorder market, 413
visual analysis, 55
von Neumann, Iohn, 198, 256
"vote swapping" schemes, 516
voting, 501

and campaign advertising, 129-31
within legislatures, 137
methods of

binary, 50I-2,631
mi-xed, 503-5,510, 638
plurative, 502-3, 640

paradoxes of
agenda, 507-8, 629
and Arrow's impossibility theorem, 5 I 0-14
change of outcome with change of method,

s09-10
Condorcet, 505-7 , 512, 632
reversal, 508-9, 643

as simultaneous-move game, 83
strategic aspects of, 500, 514-24, 645

wage negotiations, lB
mandate in, 589

waiting game, 1I-12
Walker, Mark, 213,215
"war of attrition," l2
warranties, as signals, 293
weak dominance,97 , 121
weak sense of equilibrium, 244
Wealth of Nations (Smith), 393
Weber, Robert, 503n
Web site, for Gambit project, 34
"\.Vhich tire?" game, 9-I0, 106
William the Conqueror, 332
Windows operating system, 411-13

I N DEX 665

winner's curse, 541-44, 646
and open bidding, 553

Wiswell, Tom, 15
Witness Protection Program, 358
women, maltreatment of, 399
Wooders, Iohn,2l3,2l5
work ethic, 398
World Cup in soccer, 76-77,502
World Trade Organization (lv\IIO), 325, 592

Xenophon,332

Yahoo,559
Yankee auctions, 559, 646

zero-sum games, 21, 22,22-23,85, 632, 646
information manipulation in, 265, 268-69
minimax method for, 99-101
and mixed-strategy equilibria, 187
and payoffs, 91
with randomized moves (mixed strategies),

lB5-87,233
and best-response analysis, I BB-94
counterintuitive outcomes rn, 245-48
evidence on,212-14
and minimax method, 194-98, 201
and Nash equilibrium, 198-99
and opponent's indifference principle,

254*55
and three strategies for each player,207-12
and three strategies for one player, 199-207
and use of mixed strategies in practice,

214-16
see also constant-sum games

Zorin, Valerian, 4Bl
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